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Adaptive Smulated Annealing (ASA) is a C-language codeettgped to statistically find the best
global fit of a nonlinear constrained non-ger wst-function @er a D-dimensional space. This
algorithm permits an annealing schedule for “temperatlirdécreasing exponentially in annealing-time
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1. ASA-LICENSE

This Adaptive Smulated Annealing (ASA) code is being madeilable under conditions speiati
in the ASA-LICENSE file that comes with this code, andvsed by Lester Ingber[1]. Reference is
properly giren to the internet archie that first published the code. Please read thg @fghe public
ASA-LICENSE contained in the ASA directoryts intent is to protect the integrity of the algorithm,
promote widespread usage, and require reference to current sourcd bedeSA-LICENSE is so short
it is repeated here:

Redistritution and use in source and binary forms, with or without riwadibn, are
permitted provided that the following conditions are met:

CONDITIONS

1. Redistributions of ASA source code must retain theve&tmopyright notice, this list of
conditions, and the following disclaimer.

2. Redistrilntions in binary form must contain the abkowpyright notice, this list of
conditions and the follging disclaimer in the documentation and/or other materialdged
with the distribution.

3. All modifications to the source code must be clearly marked as sBahary
redistritutions based on modkid source code must be clearly marked as modified versions in
the documentation and/or other materials provided with the distribution.

4. Notice must be geén of the location of the\ailability of the unmodifed current source
code, e.g.,
http://www.ingber.com/
in the documentation and/or other materialsvigled with the distribution or publication.
ASA also is listed at
http://alumni.caltech.edu/"ingber
http://asa-caltech.sourceforge.net
https://code.google.com/p/adagtisimulated-annealing

5. The name of Lester Ingber may not be used to endorse or promote produetsfo@ri
this software without specific prior written permission.

DISCLAIMER

This software is provided by Lester Ingber and couatdts “as is” and anexpressed or
implied warranties, including, but not limited to, the impliedrkanties of merchantability

and fitness for a particular purpose are disclaimed. Inventeshall Lester Ingber or
contritutors be liable for andirect, indirect, incidental, speciati@mplary, or consequential
damages (including, but not limited to, procurement of substitute goods or services; loss of
use, data, or profits; or business interruptionyév@r caused and on grtheory of liability,
whether in contract, strict liabilityor tort (including ngligence or otherwise) arising inyan

way out of the use of this softwareyean if advised of the possibility of such damage.

2. Lesteringber Research Terms of Use

Lester Ingber Research (LIR)aops projects in seral areas of expertise documented in the
ingbetcom InterNet archie, eg., this ASA code. Information on terms of use is in tile f
http://lwww.ingber.com/ingber_terms.html under WWW.

There is no charge for dmloading and using codes or files in the ingber.com aechn general, |
have retained all rights such as copyrights to these codes and files, puhalgebe freely used by @n
person or group independent dfi Eitions, e.g., independent of academic or commerdidibgibn.

Limited help assisting people with queries on my codes and papesléble only by electronic
mail correspondence. Soyycannot mail out hardcopies of code or papers.
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3. Documentation

3.1. Table of Contents/Index

A compilation of the three \&ls of headers with their page numbers may be used as a Table of
Contents placed after the first title page (as is done for ASA-README.ps, ASA-README.pdf and
ASA-README.html below), or left at the end for quick reference (as is done for ASA-README.txt
below).

3.2. ASA-README.msand ASA-README

The ASA-README.ms ife is used to prepare other documentation files using UNIX® MS
macros.

3.2.1. ASA-README.txtand ASA—-README+.txt

ASA-README.txt is an ASCII file that can be piewed on your screen or sent to an ASCII
lineprinter.

ASA-README+.txt is ASA-README.txt without aw filters to strip of underlining and bold
enhancements.

3.2.2. asa.[13nIManpage

The ASA-README.txt or ASA-README-+.txtife can be copied to a file named asa.[l3], and
asa.[13] can be installed as MANIH/catl/asa.l or MANKT H/cat3/asa.3, where MAMPH is the
place your man directory is located. If you do notveéhany at[13] directories on your system, then
installing a cop of ASA-README.txt or ASA-README+.txt as MANRTH/man[13nl]/asa.[13nl],
choosing one of the dites in [13nl] for your choice of directory and asa file name, should work fine on
most machines.However, passing this asa.[13nl] through man may strip out additional “back-slash”
characters, leading to missingsds or unintended formatting. If such a file looks strange, compare it to
the rav ASA-README.ms file to determine the true intended contérau likely can aoid some
further undesirable formatting by man by placing” o the first line of this file.

3.2.3. ASA-README.psand ASA-README.pdf

ASA-README.ps is a PostScript® formatted file which may bevigmeed on your screen if you
have the proper software, or it may be sent to a PostScript® printer to produce lyardcop

A PDF version ASA-README.pdf is prepared from ASA-README.ps.

3.2.4. ASA-README.html

ASA-README.html is an HTML ersion which enables easier access to subsections oilehis f
Cross-references Y& keen kept local to this file, so you may widét under a local browser if you
download the HTML source file.

The background imagdd asa_back.jpg referenced in ASA—-README.html can be downloaded as
http://lwww.ingber.com/asa_back.jpg from the ASA arehi

3.3. Additional Documentation

ASA-CHANGES is a terse record of major changes made in the ASA toldas three sections,
CHANGES, CONTRIBUTORS, and VERSIONADES.

ASA-NOTES is a collection of recommended enhancements, ioaiilihs, comments, eeats,
etc., that might be of interesthere is a CONTENTS of sections headers that can be used to search on
topics in your browser or editor.

There are three files in the ASA arehi that should be considered as appendices to the
ASA-NOTES file: http://wwwingber.com/asa_contrilst, http://wwwingber.com/asaxamples.txt, and
http://lwww.ingber.com/asa_papers.html under WWW.
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The file http://wwwingber.com/asa_contriit in the ASA archie mntains some code contuited
by users.For example, references are giving to MATLAB and RLa8ayay routines to ASA (which
include mag important parts of the ASA user module), and to function support for ASRAPLEL.
There is a CONTENTS of sections headers that can be used to search on topics inysairdsreditar
In this file | have included the first 1987 VFSR code, the precursor to the ASA code, as used oni@a specif
project, including the RATFOR vfsr.r and vfsr_com.r code, subsequently compiled into FORTRAN to run
on a Lawrence hMermore supercomputet do not support this old RATFOR code.

The file http://wwwingber.com/asaxemples.txt in the ASA archeé ntains some xample
problems using ASA and some code to use in ASA. There is a CONTENTS of sections headers that can
be used to search on topics in your browser or editbis file contains some problems optimized using
ASA, which can provide immediate examples owlyou can optimize your own problem.

The file http://wwwingbercom/asa_papers.html is an addendum to the ASAFBEfile in the
ASA code, containing references to some patents and papers using ASA or its precursor VFSR.

The file asa_netxt in the ASA archie is a ist of major changes in ASA.The fles
ASA-README.txt, ASA-README.ps and ASA-README.pdf included with the code also are
available independently as http://wwmgber.com/ASA-README.txt,
http://www.ingbercom/ASA-README.ps.gz, http://wwingber.com/ASA-README.html,
http://www.ingber.com/ASA-README.pdf.

There is a set of ASA_TEMPLIA's available in the ASA-Makfile and in the user module (some
also in the asa module) to illustrate use of particular OPTIONS, as listed under ASA_TEMPLAWE belo
You can search on these ASA_TEMPTE's in your bravser or editor to see twathese are implemented.
Note that some OPTIONS require your input, as describeavpabol code may fail until you add your
own code. Once/ou hare determined the most common set of DEFINE_OPTIONS you are likely to use,
you might place these in your own TEMPLATE at the top of asa_usr_asa.h at the location specified, e.g.,

#if MY_TEMPLATE I* MY_TEMPLATE_asa_user */
/* you can add your own set of #define here */

#define ... TRUE

#define ... 100

#endif

See http://wwwingber.com/utils ife_formats.txt for some links to information on gzip, PostScript,
PDF tar, and shar utilities. Theile utils_code.txt in that directory\gs hort statements describing these
files, which may be accessed as http://www.ingber.com/utils_code.html under WWW.

3.4. Useof Documentation for Tuning

| am dten asked he | can help someone tune their system, ang sead me their cost function or
a list of the ASA OPTIONS theare using. Most often, the best help | can provide is based orwmy o
experience that nonlinear systems typically are non-typical. In practice, that means that trigngeto f
out the nature of the cost function under sampling in order to tune ASA by tksimilarly tune a hard
problem under ansampling algorithm), by examining just the cost functionglikwill not be as
productive & generating more intermediate printout, e.g., setting ASA_PRINT_MORE téETRNd
looking at this output as a “grdox” of insight into your optimization problenlLarger files with more
information is provided by setting ASA_PIPE_FILE toUR Treat the output of ASA as a simulation
in the ASA parameter space, which usually is quite a different space thaaridiglev space of your
system.

For example, you should be able to see where and your solution might be getting stuck in a
local minima for a very long time, or where the lastedagtate is still fluctuating across a wide portion of
your state space. These observations should suggesydo might try speeding up or sting down
annealing/quenching (see more kelon modifying ASA with QUENCH OPTIONS) of the parameter
space and/or tightening or loosening the acceptance criteria fatedif stages by modifying the
OPTIONS, e.g., starting with the OPTIONS that can be easily adjusted using the asa_opt file.

The ASA-NOTES ife that comes with the ASA code provides some guidelines for tuning that may
provide some insights, especially the section Some Tuning Guidelikregspecially important guide is
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to examine the output of ASA at w&al stages of sampling, to see if changes in parameter and
temperatures are reasonably correlated to changes in the cost function. Examples of useful OPTIONS
and code that often @ quick changes in tuning in some problems are in tlie f
http://lwww.ingber.com/asaxamples.txt under WWWSome of the reprintiles of published papers in

the ingber.com provide othexamples in harder systems, and perhaps you might find some examples of
harder systems using ASA similar to yowvroin http://wwwingbercom/asa_papers.html under WWWwW

This is the best way to add some Art to the Science of annealing.

While the upside of using ASA is that it has m&@PTIONS a&ailable for tuning, dexied in large
part from feedback from mgrusers @er mary years, making it>@remely robust across masgystems,
the downside is that the learning ceican be steep especially if the default settings or simple tweaking in
asa_opt do not erk very well for your particular system, and you then must turn to using more ASA
OPTIONS. Mostof these OPTIONS Wa wseful guides in the ASA_TEMPLATES in asa_usr.c, as well
as being documented here. If you really get stuck, you may consider working with someone else who
already has climbed this learning ceiand whose experience might offer quick help.

Tuning is an essential aspect ofyasampling algorithm if it is to be applied to manlasses of
systems. ljust doesrt’ make £nse to compare sampling algorithms unless you are prepared to properly
tune each algorithm to each system being optimized or sampled.

4. Availability of ASA Code

4.1. ingbercom

The latest Adapte Smulated Annealing (ASA) code and some related papers can be accessed
from the home page http://www.ingber.com/ under WWW.

The home page http://wwingbercom/ under WWWand the ASCII version 00index.txt, contain
an inde of the other files.

The latest version of ASA, ASA-x.y (x and y arersion numbers), can be obtained irotw
formats: http://wwwingber.com/ASA.tagz and http://wwvingbercom/ASA.zip. Thetar'd versions is
compressed in gzip format, and ASAgar Inthe zipd version, ASA.zip, all files hae keen processed
for DOS format.

Paches ASA-diff-x1.y1-x2.y2 up to the present version can be prepared if a good case for doing
SO is presented, e.g. to facilitate updating your own modified codes. These may be concatenated as
required before applying. If you require a specific patch, contact ingber@ingber.com.

4.2. Electonic Malil

If you do not hae WWW, get the Guide to Offline Internet Access, returned by sending an e-mail
to mail-server@rtfm.mit.edu with only the words “send
usenet/n@s.answers/internet—-services/access-via—email” in the body of the message. Thegside gi
information on using e—mail to access just about all InterNet information and docunYentswill
receve the information in utils_access—via—email.txt in the ASA arehi

5. Background

5.1. Context

Too dften the management of comyplgystems is ill-served by not utilizing the best toolailable.
For example, requirements set by decision—grakoften are not formulated in the same language as
constructs formulated by perful mathematical formalisms, and so the products of analyses are not
properly or maximally utilized,ven if and when thg come close to faithfully representing thewmful
intuitions thg are supposed to model. In turrvea powerful mathematical constructs are ill-sedy
especially when dealing with mulériate nonlinear compie systems, when these formalisms are
butchered into quasi-linear approximations to satisfy constraints of numerical algorahmigrf to
particular analysts, but which tend to degtrihe power of the intuiie @nstructs desloped by
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decision—makers.

In order to deal with fitting parameters or exploring sensitivities of variables, as models of systems
have become more sophisticated in describing complhavior it has become increasingly important to
retain and respect the nonlinearities inherent in these models yemdhadeed present in the comyple
systems themodel. ASAcan help to handle these fits of nonlinear models of real-world data.

It helps to visualize the problems presented by such carsygéems as a geographical terrakror
example, consider a mountain range, witlo typarameter$e.g., along the North—-South and Easesv
directions. V¢ wish to find the lowestalley in this terrain. ASA approaches this problem similar to
using a bouncing ball that can bounceeromountains from alley to valley. We gart at a high
“temperaturé, where the temperature is an ASA parameter that mimics fhet eff a fast maing
particle in a hot object l&a ot molten metal, thereby permitting the ball to makry high bounces and
being able to bouncever any mountain to access nvalley, given enough bounces. As the temperature
is made relatiely colder the ball cannot bounce so high, and it also can settle to become trapped in
relatively smaller ranges of valleys.

We imagine that our mountain range is aptly described by a “cost furictém.define probability
distributions of the tw directional parameters, called generating distributions singegtireerate possible
valeys or states we are txmore. We define another distribution, called the acceptance digtdb,
which depends on the difference of cost functions of the present genaabiégdve ae to explore and
the last seed lowest \alley. The acceptance distribution is used to decide whether to stay n lawer
valley or to bounce out of it. All the generating and acceptance distributions depend on temperatures.

The ASA code was first deloped in 1987 as Very Fast Simulated Reannealing (VFSR) to deal
with the necessity of performing adasti dobal optimization on mubliriate nonlinear stochastic
systems[2]. Thdirst published use of VFSR for a complg/stems was in combat analysis, using a
model of combat first deloped in 1986, and then applied txecise and simulation data in a series of
papers that spanned 1988-1993[3]. The first applications to combat analysis used code written in
RATFOR and coverted into FORRAN. Otherapplications since then vaused n& code written in C.

(The ASA-NOTES file contains some comments on interfacing ASA with FORTRAN codes.)

In November 1992, the VFSR C-code wasvrigten, e.g., changing to the use of long desac#ipti
names, and made publiclyailable as version 6.35 under a “gdgft” GNU General Public License
(GPL)[4], and copies were placed in NETLIB andASTIB.

Beginning in January 93, mgredaptive features were deloped, largely in response to users’
requests, leading to this ASA code. Untii 1996, ASA was located at
http://www.alumni.caltech.edu/"ingber/. Pointevere placed in NETLIB and $TLIB to this location.

ASA versions 1.1 through 5.13 retained the GPL, but subseqesions through this one Ve
incorporated a simpler ASA-LICENSE, based in part on addsity of California license, that protects

the integrity of the algorithm, promotes widespread usage, and requires reference to current source code.
As the archie gew, more room and maintenance was required, and in February 1996 the sitewgds mo

to the present ingbeom location. Pointers were placed in the Caltech site to this location.
http://alumni.caltech.edu/"ingber is the mirror homepage for the ASA site.

Mirrors of ASA (which may not alays be current) are listed at http://asa-caltech.sougpefost
(http://asa-caltech.sf.net) since January 2007, and at https://code.google.comigtathaplated-
annealing since in March 2001. FTP access to allagehias discontinued in July 2010.

In February 2011, beginning with Version 28.1, the License was siaaphihd brought into the
framework described on http://en.wikipedia.org/wiki/BSD_License as th& BISD License.

ASA has been examined in the context of @iexe of methods of simulated annealing using
annealing versus quenching (faster temperature schedules than permitted by basic heuristic proof of
ergodicity -- see more beloon modifying ASA with QUENCH OPTIONS)[5].A paper has indicated
how this technique can be enhanced by combining it with some other powerful algorithms, e.g., to
produce an algorithm for parallel computation[6]. ASA iswnaosed world-wide across nman
disciplines[7,8,9,10], including speif disciplines such as inance[11,12,13,14,15,16,17],
neuroscience[18,19,20,21,22,23], and combat analyses[24,25,26,27,28,58@.papers illustrate the
combined wuse of ASA for optimizaton and sampling[31,32,33,34,35,36]The
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http://lwww.ingbercom/asa_papers.html file in the ASA akehioontains references to some patents and
papers using ASA and VFSR.

5.2. Outlineof ASA Algorithm

Details of the ASA algorithm are best obtained from the published papleese are three parts to
its basic structure: Generating Probability Density Functions, Acceptance Probability Density Functions,
and Temperature Schedules.

5.2.1. SimulatedAnnealing is NOT Simulated Quenching

As an aside, it isery important to understand that Simulated Annealing (SA) i3 S@wlated
Quenching (SQ). The issue is that SA is not just one algorithm -- it is a class of approaches to importance
sampling.

Different SA algorithms may kea dfferent probability distribtions thg use to generate nestates
for consideration by the acceptance criterfldne often-cited SA proof of ceargence depends on this
generating probability distribution, which leads to feliént temperature schedules for faliént
distributions.

If a schedule-1 dered for one SA-1 isdster than a schedule-2 ded for a different SA-2, bt
one uses schedule-1 with the SA-2 algorithm, then SQ-2 is being used and noTBA#oof for SA-2
will fail using schedule-1 (although the mixed algorithm might work just fine).

SQ is not a “bad” thinglt's just that one cannot cite the SA proof ofwgence, although the SQ
being used might be really among the best algorithms being used f@nasgitem. Br example, there
is no doubt that Neton’s method is superior to SA for parabolic objgetifunctions. Thepoint is that
there are proofs that SA likely can do more for more coxygrieblems, although it might not be the most
effi cient algorithm for a specific system.

See more bele on how to modify ASA with QUENCH OPTIONS, easily permittingasious
degrees of quenching. This is especially useful if you determine that your optimal state(s) can be reached
using SQ.

5.2.2. GeneratingProbability Density Function

In a D-dimensional parameter space with paramepeisaing ranges A\, B;], about thek'th last
saved point (e.g., a local optima), a rew mlnt is generated using a distribution defined by the product
of distritutions for each parameteg'(y'; T;) in terms of random ariablesy' [[-1, 1], where pl,; =
p. +Vy'(B; - A), and “temperaturesT;,

1
21+ T) In(1+1/m3) -

The DEFINE_OPTIONS USER_GENERMG_FUNCTION permits using an alternati o this ASA
distribution function.

gi(yi;Ti) =

5.2.3. Acceptancé’robability Density Function

The cost functionsC(pys1) — C(pk), are compared using a uniform random generatdfo, 1),in
a “Boltzmann” test: If

eXp[_(C(pk+1) - C(pk))/Tcost] >U,

where T iS the “temperature” used for this test, then the peint is accepted as theweaved point
for the next iteration. Otherwise, the lastvexh point is retained. The DEFINE_OPTIONS
USER_ACCEPT_ASYMP_EXP or USER @CEPT _THRESHOLD permit using alternags to tis
Boltzmann distribution function.
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5.2.4. Reannealingfemperature Shedule
The annealing schedule for each parameter temper@tdrem a starting temperatuiigy, is

Ti(k) = Toi exp(—cik'P) .
This is discussed further balo

The annealing schedule for the cost temperature i®laped similarly to the parameter
temperatures. Huever, the inde for reannealing the cost functidiy, is determined by the number of
accepted points, instead of the number of generated points as used for the parameters. Thiaghoice w
made because the Boltzmann acceptance criteria usegpaneatial distribution which is not as
fat—tailed as the ASA distriliion used for the parameters. This schedule can be modified usangl se
OPTIONS. In particular the Pre-Compile DEFINE_OPTIONS USER_COST_SCHEDULE permits
quite arbitrary functional moddations for this annealing schedule, and the Pre-Compile
DEFINE_OPTIONS

As determined by the Program Options selected, the parameter “temperatures” may be periodically
adaptvely reannealed, or increased relatio their previous values, using their relatifirst dervatives
with respect to the cost function, to guide the search “fairly” among the parameters.

As determined by the Program Options selected, the reannealing of the cost temperature resets the
scale of the annealing of the cost acceptance criteria as

TeostKeosd) = To cost eXp(_Ccostkgcl)lg .

The nev Tg ot IS taken to be the minimum of the current initial cost temperature and the maximum of the
absolute values of the best and last cost functions and tHenedide. Thaew k. is calculated taking

Teost @S the maximum of the current value and the absolute value of theenlife between the last and

best saed minima of the cost function, constrained not to exceed the current initial cost temperature.
This procedure essentially resets the scale of the annealing of the cost temperature within the scale of the
current best or last gad minimum.

This default algorithm for reannealing the cost temperature, taking advantage of the ASA
importance sampling that relates most specifically to the parameter temperatures, while often is quite
efficient for some systems, may lead to problems in dwelling too long in local minima for other systems.
In such case, the user may also experiment with alteenagjorithms effected using the Reanneal_Cost
OPTIONS, discussed belo For example, ASA provides an alternati calculation for the cost
temperature, when Reanneal_Cost < -1 or > 1, that periodically calculates the initial and current cost
temperatures or just the initial cost temperature, resp., as a deviaiansample of cost functions.

These reannealing algorithms can be changed adgphy the user as described belin the
sections USER_REANNEAL_COST and USER_REANNEAL_PARAMETERS.

5.3. Efficiency Versus Necessity

ASA is not necessarily an ‘fedient” code. For example, if you knw that your cost function to be
optimized is something close to a parabola, then a simple gradietbriNeearch method most dily
would be aster than ASA. ASA is beled to be fister and more robust than other simulated annealing
techniques fomost complex problems with multiple local optima; again, be careful to note that some
problems are best treated by other algorithms. If you do not knaech about the structure of your
system, and especially if it has complmnstraints, and you need to search for a global optimum, then
this ASA code is heartily recommended to you.

In the context of difcieng/ and necessitythe user should be alert to recognize thgtsampling or
optimization program generally should be considered as complememitigs a substitute, toaming
knowledge of a particular systentnlike relatively “canned” codes thatxést for (quasi-)linear systems,
nonlinear systems typically are non-typic&ften some honweork must be done to understand the
system, and tuning often is required of numerical algorithms such as R@A&xample, while principal
component analyses (PCA) often fexds to generate good (quasi-)orthogonal or (quasi-)independent
sets of parameters, this is not true for general nonlinear sysWfimite such inngations as reannealing
take good adantage of ASA which offers independent distributions for each parartgtegenerally



Adaptive Smulated Annealing (ASA) Lester Ingber

may not be a good substitute for a userirgef front—end, e.g., before the call to asa ()venembedded
within the cost_function (), to interpret and define vaé parameters.

The ASA-NOTES ife contains the sections @@Number of Generated States Required and
@ @Judging Importance-Sampling, recommending use of log—log plotgrap@ate the number of
generated states required to attain a global minimum, possibly as a function of selected OPTIONS.

6. Outline of Use

Set up the ASA intedice: Your program should be divided intoothasic modules. (1) The user
calling procedure, containing the cost function to be minimized (or gaiwe if you require a global
maximum), is contained in asa_usr.c, asahumnd asa_usr_cst.c. (2) The ASA optimization procedure,
is contained in asa.c and asa.h. Tiledsa_usr_asa.h contains definitions and macros common to both
asa.h and asa_usr Furthermorethere are some options to explore/readwelti is assumed there will
be no confusionwer the standard uses of the term “parameter” in different contexts, e.g., as an element
passed by a subroutine or as a physicalficoeft in a cost function.

ASA has been run successfully on mamachines under mgrcompilers. D check out your wn
system, you can run ‘make' (or the egalient set of commands in the ASA-Mgfite), and compare your
asa_out and asa_usr_oilkd to the asa_test _asa and asa_test_usr files, reslyeqiiovided with this
code. Noattempt was made to optimizeyacompiler, so hat the test runs do not really signifyyan
testing of compilers or architectures; rathelythee meant to be used as a guide to determine what you
might expect on your own machine.

The major sections belodescribe the compilation procedures, the Program Optiggikalale to
you to control the code, the use of templates to set up your user module aadenieithe asa module,
and hav to submit bug reports.

If you already hee your own cost function defined, you can insert it into asa_usr_cst.c. If you wish
to insert more OPTIONS, as a quick guide to get started, you can search through asa_usr.c and the
ASA-Makefile for all occurrences of “MY_TEMPLEE_" to insert the necessary definitions required to
run ASA. If you use both OPTIONS FILE and OPTIONS_ FILRTB set to TRUE, then usually most
such information can be placed in the asa_opt file, and then only the cost_function () must be inserted.
The place to insert the cost_function () is marked by “MY_TEMPLATE_cost.”

7. ASA-Makefile/Compilation Procedures

The ASA-Malefile is intended to be a template for your own lgfdk. For quick use, just cgp
this file to Makefile, which will be recognized byyastandard ma tool.

The PostScript® ASA-README.ps and ASCIl ASA-README.txt and ASA-README+.txt
files were generated using ‘neabc’. The ASA-Makefle describes some options for formatting these
files diferently Use ‘make’ or ‘mak dl' to compile and run asa_run, theeeutable prepared for the test
function. Examinghe ASA-Makefile to determine the “clean” optionsitable.

Since comple problems by their nature are often quite unique, it is unlikely that thauldef
parameters are just right for your probleMowever, experience has sk that if youa priori do not
have ay reason to determine your own parameters, then you might do just fine using these defaults, and
these are recommended as a first-order guess. These defaults can be changed simply by adding to the
DEFINE_OPTIONS line in the ASA-Mdfile, by passing options on your command line, and by
changing structure elements in the user or asa module as described Pelzending on he you
integrate ASA into your own user modules, you may wish to modify this ASA€Malor at least use
some of these options in your own compilation procedures.

Note that the ASA-Madfile is just a comenience, not a necessity use ASA. E.g., on systems
which do not support this utilifyyou may simply compile the files following the guidelines in the
ASA-Makefle, taking care to pass the correct DEFINE_OPTIONS to your compilation commands at
your shell prompt. Still another ay, dbeit not as covenient, is to mak the desired changes in the
asa_usr_asa.h, and asa.h or asa_usr.h files as required.
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Since the ASA-Madéfile contains comments giving short descriptions of some options, it should be
considered as an extension of this documentailen For corvenience, most of this information is
repeated bels. Howeve, to e hev they can be used in compilations, please read through the
ASA-Makefile.

For example, to run the ASA test problem using the gcc compiter could just type at your “%”
prompt:
% cp ASA-Makefile Makefile
% gce -g -DASA_TEST=TRUE -0 asa_run asa_usr.c asa_usr_cst.c asa.c -Im
% asa_run
Note that if you use gcc across differentels of compiler optimization on different platforms, you may
wish to irvoke {float-store to be sure to get the same precision in your results.

If you hare defined your evn cost function in asa_usr_cst.c or within the “MY_TEMHIEA"
guides in asa_usr.c, then ASA_TEST should be set to FALSE (theltdéfASA_ TEST is not defined in
your compilation lines or in the ASA-Mafkle). Thecode for ASA_TEST=TRUE is gén just aboe
these guides as a template to use for your own cost function.

The easiest way for mgnusers to quickly use ASA likely is to voke the COST_FILE,
OPTIONS_FILE, and OPTIONS_FILE AJA OPTIONS (the default), using the files asa_usr_cst.c and
asa _opt as templates. This is further described wbeland illustrated in the
http://lwww.ingber.com/asa_examples.txt file in the section Use of COST_FILE on Shubert Problem.

7.1. DLL ASA-Makefile

Under Cygwin (cygwin.com), set ASA_LIB to THE and INCL_STDOUT to FALSE (OPTIONS
described below), with the command
% make asadll
to produce a DLL to call asa_main() as a DLL function under winsdqIgnoreary undeined references
to _WnMain.) Notethat per instructions gén in the ASA-Malefile, -mno-cygwin -mrtd should be
included in CFLAGS. If-mno-cygwin flag has been reneal, use a mingw-targeted cross-compiler.

If paths are used to access files in code, unded®s use absolute paths with “\\" (double back
slash) to separate folders/directories, instead of velgdiths with “/” (single forvard slash) separators as
on other Unix platforms.

8. GenericASA Interfaces

The sections abe describe hw to quickly adapt ASA for use in manproblems. Havever,
comple projects often require sophisticated use of multiple languages to handle data and multiple
algorithms. ASAhas mag OPTIONS that enable users to interface ASA with such congtgects.

ASA should compile under C++ as well as under C compiléos example, | rgularly test this by
running projects under both gcc and g++. This candrg useful when ASA is called from other C++
programs, e.g., when using ASA LIB set toUR TheASA-NOTES file has additional information,
e.g., when using SUNRRCC, etc.

| haveled mary projects that required ASA to interface withvdaMaple, Matlab, MySQL, etc.
The approach briefly described bs&loan be applied to grlanguage that permits a simple interface to C
code. Thidefinitely requires some expert experience in C, so you meg bdind a local C guru, since
| cannot help you with your specific project.

Some specific interfaces Ve leen prepared by other people, andvehiacluded some of them in
the asa_contrib.txilé. Thetradeof for their simple use is that these approaches are limited to using just
a few ASA OPTIONS as thetypically hare rimmed down the ASA code.

The generic approach is to utilize at least the OPTIONS ASA _LIB and ORPNLODIATA PTR,
setting them to THE. ASA_LIB permits the entire ASA code to be called as a simple function. Its sole
parameter can be a struct defined by OPTAQNTR_TYPE, e.g., OPTIONAL_PTR_TYPE PRECT,
defined in asa_usr_asa.lA small include file common to asa_usr_asa.h and to the larger comple
project, e.g., project.h, is used to define the constituents of the the PROJECT struct. As desacribed abo
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in the DLL ASA-Malefile sub-Section of Section 7, ASA_LIB can be used to create a DLL to be called
by Windows programs.

A small C function, e.g., project.c, is to be used for the iaterfbetween ASA and the other
language. Similarlyanother small function also may be used to interface the project to handle the
interface, e.g., project.m, projecug project.mpl, etc.Inversely, the interface may (also) be between the
cost function, e.g., in asa_usr_cst.c or asac,uand the project. Then the application kels used to
pass information between the cost function and the other language.

The other language passes information and data to project.c required by ASA, where ikds pack
into the struct defined by OPTIGNL_PTR_TYPE. Multipleor recursie alls to ASA can be handled by
including a flag in this struct, e.g., to turn onfeiiént cost functions. Also added to this struct are
placeholders for the output of ASA required by the projddtis struct is passed to the ASA code by
calling asa_main () defined in asa_usr.c with a parameter PROJECT *Project. In asa_main (), in the
section dédhing properties of OPTIOAL_DATA_PTR, the pointer to Project struct is set to the pointer
path to Asa_Data_PtrAsa_Data_Ptr is no passed throughout the entire ASA code via the OPTIONS
pointer, project parameters can be adegti changed, etc. See the discussion under Asa_Data_Ptr.

After the call to asa () in asa_usr.c, its output can begghirko the project struct, before memory
is freed. The pointer Asa_Data_Ptr should be set to NULL instead of freed; see the comment incasa_usr
at the place Asa_Data_Ptr is freed in the default code.

It is wise to create #define BRECT and #endif pairs wheee changes to anASA code are
made, define PROJECT to TRUE in asa_usr_asa.h, so that it will be easy to modify updated ASA code,
etc. Probablysereral such changes will ka o be made in asa_ugr. Controlof OPTIONS likely will
best be handled in asa_usr_asa.h than in the ASA-Makefile.

9. UserOptions

Program Options, i.e., the USER_DEFINES typedef on the OPTIONS, USER_OPTIONS,
RECUR_USER_OPTIONS, etc., are turned on during the running ¢f.asaeDEFINE_OPTIONS are
compiled in by the use of guments to the compilation or by setting them in the asa_usr_dsa.Ar
example of the former is Reanneal_Parameters, and an example of the latter is ASA_SAMieLE.
basic code is dpt small for most users by using the Pre—-Compile DEFINE_OPTIONS to pull in
additional DEFINE_OPTIONS only if requiredhe Program Options are intended to be used agpti
and/or to pull in additional code for cases where repeated or rerwsé, e.g., when using
SELF_OPTIMIZE, might be facilitated by having control of some Program Options at sepagiste le

Note that gen when the DEFINE_OPTIONS or Program Options are used to pullvincode,
separate lels of control also can be achial, albeit usually at the price of incurring somerbead in
setting values at somevkis of recursion or repeated callBor example, in cases wherewerrays or
functions come into plagnough parameters are passed between the asa and user modules to calculate the
defaults as well as dirent values adaptly. In some often used cases, separate DEFINE_OPTIONS are
given, e.g., both OPTIONS FILE and RECUR_OPTIONS_Flbfste | have tied to strile some
reasonable balance between these goals and constraints.

The DEFINE_OPTIONS are ganized into tvo groups: Pre—Compile Options and (Pre-Compile)
Printing Options. In addition, there are some alternasi to eplore under Compiler Choices and
Document Brmatting. Belav are the DEFINE_OPTIONS with their daflts. TheProgram Options are
further discussed in other sections in this document.

Note that the Pre—Compile DEFINE_OPTIONS are all in capital letters, and thevadaptram
Options (under structure USER_OPTIONS in the user module and under structure OPTIONS in the asa
module) are in capital andier-case letters. In thislé, often just the term OPTIONS may refer to the
set of all options when the context is clear.

9.1. Pre-Compile DEFINE_OPTIONS

-10 -
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9.1.1. USER_COST_FUNCTION=cost_function

The default name of the cost function is cost_functidhis can be changed in asa_usr_asa.h (or
the ASA-Malefile) by defining USER_COST_FUNCTIONThis of course requires compiling in the
new cost function and its prototype.

9.1.2. RECUR_USER_COST_FUNCTION=ecur_cost_function

When SELF_OPTIMIZE is TRUE, the default name of the recur cost function is
recur_cost_function. Thigan be changed in asa usr_asa.h (or the ASAefiiek by defning
RECUR_USER_COST_FUNCTION. Thidf course requires compiling in theweost function and its
prototype.

9.1.3. OPTIONS_FILE=TRUE

You can elect to read in mgnof the Program Options from asa opt by setting
OPTIONS_FILE=TRJE. OPTIONS_FILE=TRIE can be set in the ASA-Mafle in compilation
commands or in asa_usr_asa.h.

9.1.4. OPTIONS_FILE_DATA=TRUE

If OPTIONS_FILE is set to TBE, then setting OPTIONS_FILE AJA to TRUE permits reading
most initialization data from asa_opt, i.e., number of parameters, minimum and maximum ranges, initial
values, and integer or real types. This shouldisaffor most applications, just requiring insertion of the
users cost_function into asa_usr_cst.c or asa_usr.c.

If OPTIONS_FILE, OPTIONS_FILE_BTA and QUENCH_COST are TRUE, then
*User_Quench_Cost_Scale is read in from asa opt. If OPTIONS FILE, OPTIONS_FAIE, D
QUENCH_COST and QUENCH_RARAMETERS are TRIE, then *User_Quench_Cost_Scale and
User_Quench_Param_Scale [] all are read in from asa_opt.

9.1.5. RECUR_OPTIONS_FILE=FALSE

When SELF_OPTIMIZE is TRUE, you can elect to read in ynafithe Program Options for the
top—level program from asa_opt_recur (which you wilMeabp create in the style of asa_opt), by setting
RECUR_OPTIONS_FILE=TRUE.

9.1.6. RECUR_OPTIONS_FILE_DATA=FALSE

When SELF_OPTIMIZE is THE, if RECUR_OPTIONS FILE is set to TRUE, then setting
RECUR_OPTIONS_FILE_BTA to TRUE permits reading most initialization data from asa_opt_recur
(which you will have o create in the style of asa_opt), i.e., number of parameters, minimum and
maximum ranges, initial values, and integer or real types.

If RECUR_OPTIONS_FILE, RECUR_OPTIONS_FILEADA and QUENCH_COST are TE,
then *User_Quench_Cost Scale is read in from asa opt. refurRECUR_OPTIONS_FILE,
RECUR_OPTIONS_FILE_BTA, QUENCH_COST and QUENCH_FRARAMETERS are TRIE, then
*User_Quench_Cost_Scale and User_Quench_Param_Scale [] all are read in from asa_opt_recur.

9.1.7. COST_FILE=TRUE

If COST_FILE is set to TRE, then you can use a separate file to define your cost fundtibien
used together with OPTIONS_FILE and OPTIONS_FILETE both set to TRUE, most users may be
able to just use their own asa_usr_cst.c file for their cost_function () together with the asa_odl&, data f
and not hae 1 work through some of the examples and templates contained in asa_usr.c.

When COST_FILE is set to TRUE, the file asa_usr_cst.c contains cost_function (). If you wish to
change the name of cost_function () in asa_usr_cst.c, then you must also change this name in the call to
asa ()in asa_usr.c (search under “asa (") and in the prototype listing in asa_usr.h (irtBeANSI set
to TRUE or ALSE section as appropriate)}You may wish to cop the appropriate parameter list in
asa_usr_cst.c just before the ASA_TEST problem to be sure of using the proper format expectéd by asa
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in asa.c.

The http://wwwingber.com/asaxamples.txt file contains a section Use of COST_FILE on Shubert
Problem which illustrates the simple modifications of ASA required to use COST_FILE.

9.1.8. ASA_LIB=FALSE

Setting ASA_LIB=TRUE will facilitate your running agpas a library call from another program,
calling asa_main () in asa_usr Inthe templates praded, all initializations and cost function @eéfions
are set up in the user modulEor example, you may wish to ke ©me data read in to a module that
calls asa_main (), then parses out this information to the arrays in asa_main () and initialize_parameters
(and possibly recur_initialize_parameters).conjunction with setting printout to stdout (see ASA_OUT
and USER_ASA _OUT), this can be a eement way of using the same asa_rwecetable for map
runs.

When ASA_LIB is TRUE, another function becomesilable in asa_usr.c, asa_seed (), which can
be used to change the initial seed used in runs made by asa_main (). If this routine is not called, then the
default initial seed is used. Arxample of using this routine when calling asa_main () vergivith
ASA TEMPLATE_LIB, using a main () at the end of the asa_usr.c file.

As described in the DLL ASA-Mafile sub-Section of Section 7, the ASA-Mdile and
ASA_LIB can be used to create a DLL for Windows programs.

9.1.9. HA/E_ANSI=TRUE

Setting HA/E_ANSI=FALSE will permit you to use an older K&R C compileFhis option can be
used if you do not h@ an ANSI compiler overriding the default HXE_ANSI=TRUE. If you use
HAVE_ANSI=FALSE, change CC and CDEBUGFLAGS as described in the ASA-Makefile.

9.1.10. I0_PROTOTYPES=FALSE

Most naver operating systems do notdikny aher I/O prototyping other than those in theivro
include fles. Othemachines, lik a Dec—3100 under Ultrix complain that the ANSI I/O prototypes were
inconsistent. ASun under 4.1.x gccagewarnings if no 1/0O prototypes were preserthe defaults in
asa_usr_asa.h use newer system prototyjl@sPROTOTYPES=TRJE will uncomment out declarations
for such items as fprintf, fflush, fclose, exit, and fscanf.

9.1.11. TIME_CALC=FALSE

Some systems do notvete time include files used here; otherséhdfferent scales for time.
Setting TIME_CALC=TRUE will permit use of the time routines.

9.1.12. TIME_STD=FALSE

Some systems, e.g., hpux and Cygwin (with -mno-cygwin), use other Unix—standard macros to
access time. If -mno-cygwin flag has been reedp use a mingw-targeted cross-compil&etting
TIME_STD=TRUE when using TIME_CALC=TRUE will use these time routines instead.

9.1.13. TIME_GETRUSAGE=TRUE

An additional module for using TIME_CALC set to UE, setting TIME_GETRSAGE to
FALSE, is more portable to compile across some platforms, e.g., Cygwin (with -mno-cygwin), but it can
require different parameters for timing results. If -mno-cygwin flag has beervedmase a mingw-
targeted cross-compileComments hee keen placed in the code in asa.c.

9.1.14. INT_LONG=TRUE

Some smaller systems cheokn long int’ and this option can be set to INT_LONG=FALSE to turn
off warnings and possibly some errors. The cast LONG_INT is used iimed@it’ or 'long int’
appropriately.
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9.1.15. INT_ALLOC=FALSE

The cast on *number_parameters is set to ALLOC_INT which defaults to LONG @NTsome
machines, ALLOC_INT might he o be ®t to int if there is a strict requirement to use an (unsigned) int
for calloc, while ’'long int’ still can be used for other aspects of AFALLOC _INT is to be set to int,
set INT_ALLOC to TRUE.

9.1.16. SMALL_FLOAT=1.0E-18

SMALL_FLOAT is a measure of accurggermitted in log and dide operations in asa, i.e., which
is not precisely equalent to a gien machines precision. There also are Pre—-Compile
DEFINE_OPTIONS to separately set constants for minimum and maximum doubles and precision
permitted by your machine. Experts who require teg/\best precision can fine—-tune these parameters
in the code.

Such issues arise because the fat tail of ASA, associated with high parameter temperatuyes, is v
important for searching the breadth of the ranges especially in the initial stages of skaveber, the
parameter temperatures require small values atitla¢ $tages of the search to vemge to the best
solution, albeit this is reached very quicklywayi the exponential schedule peam in the referenced
publications to be permissible with ASANote that the test problem in asa_usr_cst.c and asa_usr.c is a
particularly nasty one, with 1E20 local minima and requiring ASA to seahl@ aders of magnitude
of the cost function before correctly finding the global minimum. Thus, intermedidtiesvdisagree
somevhat for SMALL_FLOAT=1.0E-12 from the settings using SMALL_FRAD=1.0E-18 (the
default); they agree if SMALL_FLOAT=1.0E-12 while also setting MIN_DOUBLE=1.0E-18he
results diverge when the parameter temperatures getrdto the range of E-12, limiting the accuraf
the SMALL_FLOAT=1.0E-12 run.

On some machines thatyearegster variables assigned inconsistently with other doubles, there can
arise some numerical differences in some systérhsre has been no such problem found on Sun/Solaris
2.x using gcc, but some problemsvbhabeen noticed on some Intel chips using different gcc
optimizations.

As mentioned abae, note that the use of -ffloat-store with gcc/g++ is to maintain the sardeole
precision across Vels of compiler optimization on different platforms.

9.1.17. MIN_DOUBLE=SMALL_FLO AT
You can define your own machirsefminimum positve double here if you kna it.

9.1.18. MAX_DOUBLE=1.0/SMALL_FLOAT
You can define your own machirsefmaximum double here if you koit.

9.1.19. EPS_DOUBLE=SMALL_FLQOAT
You can define your own machirsgefmaximum precision here if you knait.

9.1.20. CHECK_EXPONENT=FALSE

When CHECK_EXPONENT is set to THE, the macro EXPONENT_CHECK(x), defined in asa.h
in terms of MIN_DOUBLE and MAX_DOUBLE, checks that axpenent x is within a valid range and,
if not, adjusts its magnitude to fit in the range.

9.1.21. NO_RRAM_TEMP_TEST=FALSE

If NO_PARAM_TEMP_TEST is set to TBE, then all parameter temperatures less than
EPS DOUBLE are setto EPS_DOUBLE, and no exit is called.

9.1.22. NO_COST_TEMP_TEST=RLSE

If NO_COST_TEMP_TEST is set to TH, then a cost temperature less than EPS_DOUBLE is set
to EPS_DOUBLE, and no exit is called.
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9.1.23. SELF_OPTIMIZE=FALSE

The user module contains a template to illustrate .WGSA may be used to self-optimize its
Program Options.This can be very CPUxpensve and is of course dependent onahgou define your
recursve st function (recur_cost function in the user module). The examptm géturns from
recur_cost_function the number of functiaralaations taken to optimization the test cost_function, with
the constraint to only accept optimizations of the cost_function that are lower than a spatiedAs
few lines of code can be uncommented in asa_ustr.c to force aita&irahis demo; search forAST
EXIT. (Note that this also could ackisl by ising OPTIONS—->Immediate_EXxit discussed he)o

The ASA TEMPLATE_SELFOPT xample uses OPTIONS_FILE=FALSE in the Pre—Compile
Options. Notethat DEFINE_OPTIONS OPTIONS_FILE=THE and OPTIONS_FILE_BTA=TRUE
here would tag data from asa_opt for the vier-level program using the cost function (Both
DEFINE_OPTIONS RECUR_OPTIONS_FILE and RECUR_OPTIONS_FILETAwould have © be
set to TRUE to use asa_opt_recur to read in both the OPTIONS and the recur_cost_parameters data
(which you would hee t write in the style of asa_opt) for the topvderecur_cost_function ().

This can be useful when approaching a rsgstem, and it is suspected that the default ASA
Program Options are not at alfiefent for this system. It is suggested that a trimmed cost function or
data set be used to get a reasonable guess for a good set of Program @g®ohas demonstrated that
it typically is quite robust under avgh st of Program Options, so it might not reao much sense to
spend lots of resources performing additional fine tuning of the these options. Also, it is possible you
might crash the code by permitting ranges of Program Options that cause your particular cost_function to
return garbage to asa ().

9.1.24. ASA_TEST=RLSE

Setting ASA_TEST to TRUE will permit running the ASA test problem. This has been added to
the DEFINE_OPTIONS in the ASA-Melhle so that just running makwill run the test problem for the
new user No atempt was made to optimizeya@PTIONS for the ASA_TEST problem as it appears in
the standard code.

9.1.25. ASA_TEST_POINT=RLSE

The code used for the ASA_TEST problem closely faedldhe reference gin in ssa_usic, and
was rewritten from code gien to the author in 1992. Other researchergehgent the author diérent
code for this system, and all results agree within rourfcrairs.

However, note that the actual problem stated in the reference in asaisibiarderrequiring the
finding of an optimal point and not an optimajioe. Thecode for that problem isgn in asa_usr.c
when ASA _TEST POINT is set to THE (having the effect of setting COST_FILE to FALSE in
asa_usr_asa.h). THstp://www.ingber.com/asaxamples.txt file illustrates ko that global minimum
can be attained.

9.1.26. MY_TEMPLATE=TRUE

When MY_TEMPLATE is set to TRUE (the default), locations in asa_usr.c and asa_usr_asa.h
become actie stes for your own code. Searching asa.afr “MY_TEMPLATE_” provides a guide for
additional code to add for your own systefor example, just abee the occurrence of the guides for
MY_TEMPLATE_cost is the corresponding code for ASA TESTHER Keeping the default of
ASA _TEST set to FALSE permits such changes witheatvariting the test example.

9.1.27. USER_INITIAL_COST_TEMP=FALSE

Setting USER_INITIAL_COST_TEMP to TBE permits you to specify the initial cost temperature
in the User_Cost_Temperature [] atrdihis can be useful in problems where you want to start the search
at a specific scale.
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9.1.28. RAI0O_TEMPERATURE_SCALES=FALSE

Different rates of parameter annealing can be set WilH®RAEMPERATURE_SCALES set to
TRUE. Thisrequires initializing the User_Temperature_Ratio [] array in the user module as discussed
below.

9.1.29. USER_INITIAL_PARAMETERS_TEMPS=FALSE

Setting USER_INITIAL_PARAMETERS TEMPS to TRUE permits you to specify the initial
parameter temperatures in the Usarafeter_&mperature [] arrayThis can be useful in constrained
problems, where greaterfieieng/ can be achieed in focussing the search than might be permitted just
by setting upper and lower bounds.

9.1.30. DEOA_PARAMETERS=FALSE

Different increments, used during reannealing to set each paranmeieerical denatives, can be
set with DEITA_ PARAMETERS set to TRE. Thisrequires initializing the User_Delta_Parameter []
array in the user module as discussedvieelo

9.1.31. QUENCH_PARAMETERS=FALSE

This DEFINE_OPTIONS permits you to alter the basic algorithm to perform selégtienching,”
i.e., faster temperature cooling than permitted by the ASA algorithm. This can be very useful, e.g., to
guench the system down to some region of interest, and then to perform proper annealing for the rest of
the run. However, note that once you decide to quench rather than to truly anneal, there no longer is an
statistical guarantee of finding a global optimum.

Once you decide you can quench, there areymaore alternatie dgorithms you might wish to
choose for your system, e.g., creating a hybrid global-local adagtéenching search algorithm, e.g.,
using USER_REANNEAL_RRAMETERS described bela Note that just using the quenching
OPTIONS provided with ASA can be quite werful, as demonstrated in the
http://lwww.ingber.com/asa_examples.txt file.

Setting QJENCH_RARAMETERS to TRUE can bex&remely useful in very large parameter
dimensions; see the ASA-NOTES file under the section on Quenching. As discussedirist &89
VFSR paperthe heuristic statistical proof oinfling the global optimum reduces to the following: The
parameter temperature schedules musficgufto insure that the product of individual generating
distributions,

g=md,

taken at all annealing times, ind&l by k, of not generating a global optimumygn infinite time, is such
that

|:| (1-g=0,
which is equwialent to
2 0c=00.

k
For the ASA temperature schedule, this is satisfied as

D
STk =F1k=00.
k k

Now, if the temperature schedule a&bds redefined as
Ti(k) = To @p(-cik*®)

¢ =m exp(-nQ/D),
in terms of the “quenching facto, then the abee proof fails if Q > 1 as
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D
STk P =T 1k <00 .
k k

This simple calculation shows Wahe “curse of dimensionality” arises, and alseegia mssible
way of living with this disease which will be present inyabgorithm that substantially samples the
parameter space. In ASA, the influence oféadimensions becomes clearly focused on xiperential
of the power ofk being ID, as he annealing required to properly sample the space becomes
prohibitively slow. So, if we cannot commit resources to properly sample the spgodiesally then for
some systems perhaps thetneest procedure would be to turn on quenching, whe@ebgn become on
the order of the size of number of dimensiots.some cases tried, a small system of onlyva fe
parameters can be used to determine some reasonable Program Options, and then these can be used for
much larger space scaled up to smgrarameters. Thigan work in some cases because of the
independence of dimension of the generating functions.

If QUENCH_RARAMETERS is TRJE, then User_Quench_Param_Scale [] must be defined as
described belw.

If OPTIONS_FILE_DATA, QUENCH_COST and QUENCH_RARAMETERS are TRUE, then
*User_Quench_Cost Scale and User_Quench_Param_Scale [] all are read in from a#a_opt.
RECUR_OPTIONS_FILE_BTA, QUENCH_COST and QUENCH_RARAMETERS are TRUE, then
*User_Quench_Cost_Scale and User_Quench_Param_Scale [] all are read in from asa_opt_recur.

9.1.32. QJENCH_COST=FALSE

If QUENCH_COST is set to TRUE, the scale of the power/Bf temperature schedule used for
the acceptance function can be altered in a similar fashion to that described waben
QUENCH_FARAMETERS is set to THE. Hoawever, note that this OPTIONS does not affect the
annealing proof of ASA, and so this may be used without damaging the statigjiodicity of the
algorithm. Ewen greater functional changes can be made using the Pre—Compile DEFINE_OPTIONS
USER_COST_SCHEDULE, USERCCEPT _ASYMP_EXP USER_ACCEPT_THRESHOLD, or
USER_ACCEPTANCE_TEST.

If QUENCH_COST is TRUE, then User_Quench_Cost_Scale [0] must limededs described
below.

If OPTIONS FILE_DATA and QUENCH_COST are TR, then User_Quench_Cost_Scale [] is
read in from asa_optlf RECUR_OPTIONS FILE BTA and QUENCH_COST are TRUE, then
*User_Quench_Cost_Scale is read in from asa_opt_recur.

Similarly as noted ahe for QUENCH_RARAMETERS, setting QUENCH_COST to TRUE can be
extremely useful in very lge parameter dimensions; see the ASA-NOTES file under the section on
Quenching.

9.1.33. QUENCH_PARAMETERS_SCALE=TRUE

When QJENCH_FRARAMETERS is TRUE, if JENCH_RARAMETERS_SCALE is TRUE, then
the temperature scales and the temperaturexéadee affected by User_Quench_Param_Scal€Tfjis
can hae the effects of User_Quenchai@m_Scale [] appear contraas he effects on the temperatures
from the temperature scales and the temperaturexdsndman hae qposing dects. Havever, these
defaults are perhaps most intu@i when the User_Quenchafm_Scale [] are on the order of the
parameter dimension.

When QJENCH_RARAMETERS is TRJE, if QUENCH_RARAMETERS_SCALE is BALSE,
only the temperature inges ae affected by User_Quench_Param_Scale []. The safeet ebuld be
managed by raising Temperature_Anneal_Scale to the appropriaty, goit this may not be as
corvenient.

9.1.34. QJENCH_COST_SCALE=TRUE

When QUENCH_COST is TRUE, if JENCH_COST_SCALE is TRUE, then the temperature
scale and the temperature ird®e affected by User_Quench_Cost_Scale [0]. This can tha efects
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of User_Quench_Cost_Scale [0] appear conti@syhe effects on the temperature from the temperature
scale and the temperature ird@mn hae qposing dects. Havever, these defaults are perhaps most
intuitive when User_Quench_Cost_Scale [0] is on the order of the parameter dimension.

When QUENCH_COST is TRUE, if QUENCH_COST_SCALE BLSE, only the temperature
index is dfected by User_Quench_Cost_Scale [0he same effect could be managed by raising
Temperature_Anneal_Scale to the appropriate pdwmeithis may not be as cesnient.

9.1.35. ASA_TEMPLATE=FALSE

There are seral templates that come with the ASA cod&o permit use of these OPTIONS
without having to delete thesgte tests, these templates are wrapped with ASA_ TEMBELA To use
your own cost function, you likely will only ka o write cost_function () in asa_usr_cst.c, and use the
asa_optife. If you wish to add more OPTIONS or code, you may need to writeantlportions of
cost_function () and initialize_parameters () in asa_usr.c and asa_usr.h.

The ASA-Malefile has seeral examples of DEFINE_OPTIONS that will generate tesamaples
using special ASA TEMPLPFE's <t to TRIJE. These are {ASA_TEMPLATE_LIB,
ASA _TEMPLATE_ASA_OUT_PID, ASA_TEMPLAE_MULTIPLE, ASA_TEMPLATE_SELFOPT,
ASA_TEMPLATE_SAMPLE, ASA_TEMPLAE_QUEUE, ASA_TEMPLAE_PARALLEL,
ASA TEMPLATE_SAVHE; the sets of Pre—Compile OPTIONS these use are defined in asa_usr_asa.h.

Lines marked dfby ASA_TEMPLATE, with no additional sfifx, are for specific examples only
ASA TEMPLATE, with no sufix, should not be set to TRUE, else all groups of these examples will be
brought into the code, likely not what is wanted.

9.1.36. OPTIONAL_DATA_DBL=FALSE

It can be useful to return/pass additional information to the user module from/through the asa
module. WhenOPTIONAL_DATA_DBL is set to TRIE, an additional Program Option pointer
*Asa Data Dbl, and its dimension, Asa Data Dim_Dbl, aregilable in USER_DEFINES
*USER_OPTIONS to gather such data.

In the ASA_TEMPLATE_SELFOPT example pided (see the set of DEFINE_OPTIONS used in
asa_usr_asa.h), OPTI@GN DATA_ DBL is used together with SELF_OPTIMIZE to find the set of ASA
parameters giving the (statistically) smallest number of generated points edhsnl&SA test problem,
assuming this were run \smal times with different random seeds for randflt in asacusHere,
Asa Data Dbl [0] is used as a flag to print out Asa Data Dbl [1] in ase uset to
*best_number_generatedved in asa.c.

9.1.37. OPTIONAL_DATA_INT=FALSE

It can be useful to return/pass additional geteinformation to the user module from/through the
asa module. When OPTIGNL_DATA_INT is set to TRUE, an additional Program Option poijnter
*Asa Data_Int, and its dimension, Asa Data Dim_Int, arealable in USER_DEFINES
*USER_OPTIONS to gather such data.

9.1.38. OPTIONAL_DATA_PTR=FALSE

It can be useful to return/pass additional array or structure information to the user module
from/through the asa module (possibly containing other structures, e.g., useful when SELF_OPTIMIZE is
TRUE). When OPTIONAL_DATA_PTR is set to TBE, an additional Program Option pointer
*Asa Data Ptr and its dimension, Asa Data Dim_Ptrare aailable in USER_DEFINES
*USER_OPTIONS to gather such dafBhe type of *Asa_Data_Dim_Ptr is a pre-compile OPTIONS set
by OPTIONAL_PTR_TYPE. Seexamples under Asa_Data_Dim_Ptr and Asa_Data_Ptr.

If OPTIONAL _DATA PTR is being used for RECUR_USER_OPTIONS as well as for
USER_OPTIONS, you need not create (or free) additional memory in recur_cost function() for
Asa Data_Dim_Ptr and Asa_Data_Ptr to be passed to the inner cost_functibrgdhér link pointers to
those in RECUR_USER_OPTIONS. In asa.gjghere are guidelines to set “#if TRUE” to “#AIESE”
at these points of the cod&his is the proper technique to use if ASA SAVE, ASAVEAOPT, or
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ASA SAVE BACKUP is set to TRUE (since data isved by asa() depending on thevig of recursion)..

If ASA_SAVE, ASA_SA/E_OPT and ASA_SA/E_BACKUP are not set to TRUE, then multiple
levels of recursion can eachveateir own defined information inded to dfferent elements of the array
of structures of size Asa_Data_Dim_Ptr.

The http://mwwingber.com/asaxamples.txt file contains some guidance of the use of
OPTIONAL_DATA_PTR and Asa_Data_Ptr.

9.1.39. OPTIONAL_PTR_TYPE=USER_TYPE

When OPTIOML_DATA PTR is set to TRE, the type of *Asa Data Ptr is a pre-compile
OPTIONS set by OPTIOAL_PTR_TYPE, e.g., changing the label USER_TYPE in asa_usr_aBa.h.
sure to place an non-standard types, kk your own typedef struct, before the #def
OPTIONAL_PTR_TYPE at the top of asa_usr_asa.h, e.g., under #if MY_TEMPLATE (since
OPTIONAL_PTR_TYPE is tested b&ldn asa_usr_asa.h). S#® discussion under Asa_Data_Ptr.

9.1.40. USER_COST_SCHEDULE=RLSE

The function used to control the cost_function temperature schedule is of the form test_temperature

in asa.c. If the user sets the Pre-Compile DEFINE_OPTIONS USER_COST_SCHEDULE W&, TR
then this function of test temperature can be controlled, adgptif desired, in asa_usr.c in
Cost_Schedule () (and in recur_Cost_Schedule () if SELF_OPTIMIZE i§JEJRby setting
USER_COST_SCHEDULE to TBE. Thenames of these functions are set to thevaalepointer in
asa_ustr.c, and can be changed if desired, i.e.,

USER_OPTIONS->Cost_Schedule = user_cost_schedule;

RECUR_USER_OPTIONS->Cost_Schedule = recur_user_cost_schedule;

9.1.41. USER_ACEPT_ASYMP_EXP=FALSE

When USER_ACCEPT_ASYMP_EXP is TRUE, an asymptotic form of tpermential function as
an alternatie o the Boltzmann function becomewadable for the acceptance tesf parameter
OPTIONS—>Asymp_Exp_&am becomesvailable, with a default of 1.0 in asa_ustr.c giving the standard
Boltzmann function. If you require a more moderate acceptance test, givendsymp_ Exp_Param
may be helpful.

9.1.42. USER_ACEPT_THRESHOLD=FALSE

When USER_ACCEPT_THRESHOLD is TRUE, simple alternatie © the Boltzmann function
becomesailable for the acceptance test, simply defining the probability of acceptance to be 1 if

C(pk+1) - C(pk) < Tcost )
and O otherwise.

9.1.43. USER_ACEPTANCE_TEST=FALSE

If the Pre-Compile DEFINE_OPTIONS USERCEEPRNCE_TEST is set to TRUE, the
Boltzmann test probability function used in the acceptance criteria in asa.c can be changedlyatiapti
desired, in asa_usrin user_acceptance_test () (and in recur_user_acceptance_test () if SELF_OPTIMIZE
is TRUE). Thenames of these functions are set to thevaatepointer in asa_usr.c, and can be changed if
desired, i.e.,

If both USER_ACCEPANCE_TEST and USER_BCEPT_ASYMP_EXP are set to TRUE, then
the default OPTIONS—->Asymp_Expafam = 1 can be used in asa_usr.c to duplicate the Boltzmann test
in asa.c, e.g., as a template to furthewelte a nev acceptance test.

USER_OPTIONS->Acceptance_Test = user_acceptance_test;
RECUR_USER_OPTIONS->Acceptance_Test = recur_user_acceptance_test;
When USER_ACEPTRNCE_TEST is TRUE, then gnrandom numbers needed for the acceptance
criteria are generated in the user module instead of in the asa module.
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When USER_ACEPRNCE_TEST is TRUE, additional OPTIONS areadable to modify the

acceptance criteria, either after the cost function is calculated or during its calculation:

USER_OPTIONS->User_Acceptance_Flag

USER_OPTIONS->Cost_Acceptance_Flag

USER_OPTIONS->Last_Cost

USER_OPTIONS->Cost_Temp_Curr

USER_OPTIONS->Cost_Temp_Init

USER_OPTIONS->Cost_Temp_Scale

USER_OPTIONS->Prob_Bias

USER_OPTIONS->Random_Seed

Faling the acceptance test is not elént to dropping generated states from consideration for
testing with the acceptance criteria, e.g., ifytfel some regional constraintasa ()is designed so that
User_Acceptance_Flag is set toUR prior to calling the cost function whearme acceptance tests need
not be performed, i.e., when using the cost function to generate initial conditions, when being used to
calculate deviatives, or when samples are being generated to calculate the cost temperature; otherwise it
is set to RLSE. Thevaue of Cost_Acceptance_Flagnalys is set to FALSE before entering the cost
function.

When entering the acceptance function, if Cost_Acceptance_Flag is TRUE, then the value of
USER_OPTIONS—->User_Acceptance_Flag (assumiradidvstate _generated_flag is TRUE) calculated
in user_cost function () determines thealwe of the acceptance test.Otherwise,
USER_OPTIONS—->Acceptanceedt 0 is called to calculate the alue of
USER_OPTIONS—->User_Acceptance_Flag. Nthiat if the cost function is used to calculate the
acceptance criteria, and it is acceptable (e.g., also *valid_state _generated flag is TRUE), then both
USER_OPTIONS->User_Acceptance_Flag and USER_OPTIONS->Cost_Acceptance_Flag must be set
to TRUE.

For example, this can be useful if during the calculation of the cost function, without having to
proceed to the finalvaluation, it becomes clear that the acceptance criteria will not be pashed.
might occur if the cost function is increasing during its calculation and an acceptance test is carried out
using the uniform random number calculated at the top of the cost function. The partlaljtes] cost
function can be compared to the Last Cost, using the Boltzmann criteria orvevhaiteria is
established in USER_OPTIONS—->user_acceptance_tedth@n it is clear that the acceptance criteria
will not be met (of course after checking thatyarconstraints are met and setting
*valid_state generated_flag to TRUE if so), then USER_OPTIONS->User_Acceptance_Flag can be set
to or left at ALSE, and then proceed to return to §saHowever, ather information registered in the
acceptance function still should be calculated, e.g., updating indices, information used for
ASA_SAMPLE and ASA_PARALLEL, etc.

9.1.44. USER_GENERAING_FUNCTION=FALSE

The ASA generating probability function in asa.c can be changed if the user sets the Pre—-Compile
DEFINE_OPTIONS USER_GENERATING_FUNCTION to TE; then this function can be changed,
adaptvely if desired, in asa_usrin user_generating_distrib () (and in recur_user_generating_distrib () if
SELF_OPTIMIZE is TRUE) by setting USER_GENERATING_FUNCTION toUR Thenames of
these functions are set to the valg pointer in asa_usr.c, and can be changed if desired, i.e.,

USER_OPTIONS->Generating_Distrib = user_generating_distrib;
RECUR_USER_OPTIONS—>Generating_Distrib = recur_user_generating_distrib;
The parameters passed to these functions are further describ&d belo

Several parameters additional to those required for the ASA distribution are passeceti easler
to install other common disthiltions. Notethat range checks takdace at multiple stages of search, so
be sure your chosen ranges carethiks into account.

9.1.45. USER_REANNEAL_COST=RALSE

In asa.c reannealing of the cost temperature is determined by the algorithm described tigo
section Reannealing Temperature Schedule.
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If the user sets the Pre-Compile DEFINE_OPTIONS USER_REANNEAL_COST to TRUE, while
Reanneal_Cost is not 0 or -1, then the function controlling thereannealed cost temperature can be
controlled, adaptily if desired using USER_OPTIONS, in asa_usr.c in user_reanneal_cost (), and in
recur_user_reanneal_cost () if SELF_OPTIMIZE idJER Thenames of these functions are set to the
relevant pointer in asa_usr.c, and can be changed if desired, i.e.,

USER_OPTIONS->Reanneal_Cost_Function = user_reanneal_cost;
RECUR_USER_OPTIONS->Reanneal_Cost_Function = recur_user_reanneal_cost;
In these functions, theaviables *current_cost_temperature, *initial_cost_temperature, and the best and
last saed cost function can be altered, and the returnedyantealue of TRUE or FALSE determines
whether to use the bestved cost function as the current cost temperature.

Since these functions can be callederg value of Acceptance Frequendiodulus,
Generated_FrequepncModulus, or when the ratio of accepted to generated points is less than
Accepted_®_Generated_Ratio, this opportunity also can be used to adaptiange other OPTIONS.

This can be ery useful for systems where the scales of the acceptance criteria do not simply correlate the
cost temperature with the current best value of the cost function.

For example, this function could be used when the lagtdsaost function is so close to zero that
the effect would be to set the *initial_cost temperature to thatey but the best value for the cost
function is known to be less than zero. (An altekgatioving average example is gén in asa_usr.c.)
Other alternaties ae to use USER_REANNEAL_COST with default FALSE and Reanneal_Cost > 1 or
< -1, as described belo

9.1.46. USER_REANNEAL_PARAMETERS=FALSE

In asa.h, the macro
#define \
FUNCTION_REANNEAL_PARAMS(temperature, tangent, max_tangent) \
(temperature * (max_tangent / tangent))
is used to determine thewdemperature, subject to further tests in reanneall)s is the default if
USER_REANNEAL_PARAMETERS is FALSE.

If the user sets the Pre—Compile DEFINE_OPTIONS USER_REANNEARAMETERS to
TRUE, then the function controlling the wmereannealed temperature can be controlled, adhptif
desired using USER_OPTIONS, in asa.awsrin user_reanneal params (), and in
recur_user_reanneal_params () if SELF_OPTIMIZE i&JER Thenames of these functions are set to
the rel@ant pointer in asa_usr.c, and can be changed if desired, i.e.,

USER_OPTIONS->Reanneal_Params_Function = user_reanneal_params;
RECUR_USER_OPTIONS->Reanneal_Params_Function = recur_user_reanneal_params;

Since FUNCTION_REANNEAL RRAMS () can be called wery value of
Acceptance_FrequemcModulus, Generated_Frequency _Modulus, or when the ratio of accepted to
generated points is less than Accepted GQenerated Ratio, this opportunity also can be used to
adaptvely change other OPTIONSEor example, if the QENCH_RARAMETERS OPTIONS is set to
TRUE, as discussed ab it may useful to create a hybrid global-local adaptiuenching search
algorithm.

9.1.47. MAXIMUM_REANNEAL_INDEX=50000

The maximum inde (number of steps) at which the initial temperature and thexiofiehe
temperature are rescaled tmid losing machine precision. ASA typically is quite insensitb the \alue
used due to the dual rescaling.

9.1.48. REANNEAL_SCALE=10.0
The reannealing scale used when MAXIMUM_REANNEAL_INDEX is exceeded.
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9.1.49. ASA_SAMPLE=RLSE

When ASA_SAMPLE is set to TRUE, data is collected by ASA during its global optimization
process to importance—-sample the sedriables. Bur OPTIONS becomevailable to monitor the
sampling: Bias_Acceptance, *Bias_Generategyrdge Weights, and Limit_Weights.

If Average Veights exceeds the userthoice of Limit_Weights, then the ASA_OUTlef will
contain additional detailed information, including temperatures and biases for each current pafameter
facilitate extracting importance—-sampled information from titee ffrinted out by the asa module, all
relevant lines start with :SAMPLE] |:|#|+]A sample () function in asa_usr.c illustrates the use of these
tags.

Many Monte Carlo sampling techniques require the user to guess an appropriately decreasing
“window” to sample the variable space. The fat tail of the ASA generating function, and the decreasing
effective range of newly accepted points wadn by exponentially decreasing temperature schedules,
removes this arbitrary aspect of such sampling.

However, note that, albeit local optima are sampled, thieiehg/ of ASA optimization most often
leads to poor sampling in regions whose cost function is far from the optimal point;sat@mpoints
may be important contributions to algorithmselikitegrals. Accordingly ASA_SAMPLE likely is best
used to explore meregons and ne systems.

To increase the sampling rate and thereby to possibly increase the waafutds algorithm, use
one or a combination of the various OPTION&ilable for slowing down the annealing performed by
ASA. However, the selected OPTIONS still must yield good wgence if the optimal region is to be
properly sampled.

9.1.50. ADAPTIVE_OPTIONS=FALSE

When ADAPTIVE_OPTIONS is set to THE, it is possible to change resmt OPTIONS in the
USER_DEFINES struct in asa_usr_asa.h during run time, by including an asaeadatitns fle.
This can be very useful tofigfiently determine he to tune long runs.

The function call to adapte_options(USER_OPTIONS) should be placed at the top of your cost
function. Someexamples of the format of lines in the comma-delimited asa_a@aptitions file are
given just abee the adaptie_options function in asa_usr.c.

9.1.51. ASA_QJEUE=FALSE

When ASA QUEUE is set to TBE, a first-in first-out (FIFO) queue, of size
USER_OPTIONS->Queue_Size, is used to collect generated states. Wherstate@s generated, its
parameters are tested, within spiedf resolutions of USER_OPTIONS->Queue_Resolution [] (the
absolute alues of each of the differences between the parameters of the current generated state and those
in the queue)If a previous state is already represented, then the stored values of the cost function and the
cost flag are returned, instead of calling the cost functiamadNotethat the size of the array required to
store the queued parameters is Queue_Size times the number of parameters, and this can consume a lot ©
CPU time as well as storage, so this OPTIONS is only useful for cost functions that are theresglv
costly to eauate. SettingASA TEMPLATE_QUEUE to TRUE will run an example using the
ASA_TEST problem.

The ASA _QUEUE DEFINE_OPTIONS also can be used to coarse—grain kg fsetting high
vaues of Queue_Resolution []. Note thefeience between the operations of this DEFINE_OPTIONS
and ASA_RESOLUTION.

If ASA QUEUE is TRUE and ASA_RESOLUTION is FALSE, machine precision is used for type
double variables, the queue is created and subsegaeables are tested against this quelfe.
ASA RESOLUTION and ASA_ QUEUE are both URE, then the Coarse_Resolution [] array is used for
Queue_Resolution [], ASA_RESOLUTION is enforced from they\irst call to the cost function, and
the queue is created using these coarse variables.

The deéult in asa.c for the FIFO queue uses a simple search among stored parameter values, under
the assumption that for most comptgstems for which ASA_QEUE=TRUJE is useful, the bottleneck is
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in the evaluation of the cost functions. If you think this is not true for you, and you need to coi@tsy
time in using lists, the http://wwimgber.com/asa_contriit file gives code that uses doubly-linked and
hashed lists.

If ASA_QUEUE and ASA PRINT_MORE are TRUE then, whesea queued cost function is
used, this is recorded in asa_out.

9.1.52. ASA_RESOLUTION=FALSE

When ASA RESOLUTION is set to THE, parameters are resolved to a user—defined resolution
set in USER_OPTIONS->Coarse_Resolution [], i.e., within plus or minus thleess of
Coarse_Resolution []. This is performed as soon as candidate values are generated, for each parameter
for which Coarse_Resolution [] is greater than zero. Note tlierelifce between the operations of this
OPTIONS and ASA_QUEUE.

If ASA QUEUE is TRUE and ASA_RESOLUTION is FALSE, machine precision is used for type
double variables, the queue is created and subsegaeables are tested against this quelfe.
ASA RESOLUTION and ASA_ QUEUE are both URE, then the Coarse_Resolution [] array is used for
Queue_Resolution [], ASA_RESOLUTION is enforced from the visg €all to the cost function, and
the queue is created using these coarse variables.

When USER_OPTIONS->Coarse_Resolution [] is > 0 and parameter_type [] is > 0 (specifying an
integer parameter), ASA_RESOLUTION takes precedemnee marameter_type [] when calculatingwe
generated parameters.

9.1.53. ASA_FUZZY=FALSE

When ASA FUZZY is set to TBE, a modified fuzzy-logic algorithm originally dgoped by
Hime Junior performs an adamituning of selected ASA OPTIONS. ASA FUZZY haseal adaptie
parameters defined in asa_usr_asa.h, and saet #define parameters in theve@l subroutines at the
bottom of asa usr. The default functions are set to tune QUENCH_COST and
QUENCH_FRARAMETERS parameters, so these are tested to be TRUE in the default asa_usif asa.h.
you change andefaults, pay attention to sections labeled ASA FUZZY at top and bottom sections of
asa_usr.c, and in asa_ustr.h.

Caution: Often ASA_FUZZY will turn on QENCHing > 1, violating the proof of ASAFor many
systems, this speeding up of the sampling process can be a weldanemaf but in some systems
global minima may be missed, e.g., in systems with multiple scales.

9.1.54. FITLOC=FALSE

When FITLOC is set to TRUE, three subroutines becomeeattiperform a local fit after leang
asa (). This can be useful to shunt asa () to a local code after the region of the global fit is known with
some confidence, which matimes is an difcient procedure.

Any robust quasi-linear optimization code may work well for this purpogBe.illustrate this
procedure, the user module contaitied () which sets up the calls to simpl@. simplex () calls calcf ()
which calls cost_function (), and adds USER_OPTIONS->Penalty wéremanplex () asks for
parameters out of ranges of the parameters or whea@onstraint in cost_function () is violated.

ASA parameters, the OPTIONS, are raised to a highl tf view for direct control by the user
However, most optimization codes fia teir ovn parameters that may not be apparent to the eer
example, fitloc () calls simpbe () which contains parameters such{asll, tol2, no_progress, alpha,
betal, beta2, gamma, delta, i}erdMary problems will require tuning of these parameters to aehie
good results just from this simpl€) algorithm.

USER_OPTIONS—>Fit_Local is passed to cost_function (). This provides additiaxiallitig in
deciding when to shunt asa (veo to fitloc (), e.g., during multiple or recuva timizations.
USER_OPTIONS—->Iter_Max determines the maximum iterations of the cost_function () byxsi{mple
USER_OPTIONS->Penalty determinesashto weight violation of constraints,xeeeding boundaries,
etc.
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9.1.55. FITLOC_ROUND=TRUE

If FITLOC is set to TRIE and FITLOC_ROUND is TRUE, then each time parameters are passed
to or between the local routines, simplg, calcf (), andifloc (), they are first processed by rounding
integers or respecting rounding according to ASA_RESOLUTION constraints prior ytdfuatier
calculations. l.e.all values of a parameter within avgh resolution are considered to be eglént for
calculating the cost function.

9.1.56. FITLOC_PRINT=TRUE

When FITLOC is set to TBE, if FITLOC_PRINT is TRUE, then intermediate calculations will be
printed out from fitloc () and simptg) in the user module.

9.1.57. MULTI_MIN=FALSE

When MULTI_MIN is set to TRUE, the Yeest USER_OPTIONS->Multi_Number values of the
cost function, determined to be the best-generated during the sampling process, of the cost function and
their parameters areaal. Thesecan be read out just after asa () returns afteititsThe pre-compile
number USER_OPTIONS—>Multi_Number and OPTIONS *Multi_Cost, *Muléirdns, *Multi_Grid,
and  Multi_Specify become vailable. In asa usc, memory for the arrays
USER_OPTIONS—->Multi_Cost [USER_OPTIONS—->Multi_Number][*parameter_dimension],
USER_OPTIONS—->Multi_Brams [USER_OPTIONS->Multi_Number][*parameter_dimension], and
USER_OPTIONS->Multi_Grid [*parameter_dimension] are set. Multi_GHblies must be set by the
user but may be wverridden as explained belounder USER_OPTIONS—->Multi_Grid.

If OPTIONS->Curvature_0 is ALSE, all USER_OPTIONS->Multi_Number tangents and
cunatures are calculatedThis can be useful for some calculations requiring the shapes of the local
minima.

This procedure selects local minima that statisticallyehaaintained some quasi-stability during
sampling. Notdhat this procedure does not guarantee that the USER_OPTIONS—->Multi_Numeést lo
sampled values of the cost function will beesh only those that were selected to be the best-generated
during the sampling process.

If OPTIONS—->Multi_Specify is set to 0, the selection of best-generated states includes all sampled
instances of the cost function. OPTIONS—>Multi_Specify is set to 1, the selection of best-generated
states is constrained to include only those with different values of the cost function.

The http://mwwingber.com/asaxamples.txt file contains some guidance of the use of
MULTI_MIN (and Multi_[] OPTIONS).

9.1.58. ASA_RRALLEL=FALSE

The parallelization procedure employed here dumsdestry the sampling properties of ASA.
When ASA PARALLEL is set to TRUE, parallel blocks of generated states are calculated of number
equal to the minimum of USER_OPTIONS->Gener_Block and USER_OPTIONS->Gener_Block_Max.
For most systems with comptenonlinear cost functions that require tfa fail of the ASA distribtion,
leading to high generated to acceptance ratios, this is the most CPUafainsof ASA that can benief
from parallelization.

The actual number calculated is determined by avimgo average, determined by
USER_OPTIONS->Gener_Mov_Avof the previous numbers of USER_OPTIONS->Gener_Block of
generated states required to find a wnebest accepted state. If and when
USER_OPTIONS->Gener_MovVAis set to 0, then USER_OPTIONS->Gener_Block is not changed
thereafter.

Each block of generated states is sorted to permit the lowest cost functions to pass first through the
acceptance test.

There are hooks in asa.c to wpaoff multiple processorsPaallel code should be inserted in asa.c
between the lines:
[**** ENTER CODE TO SPAWN OFF PARALLEL GENERATED SATES *** */
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);‘. *** EXIT CODE SPAWNING OFF PARALLEL GENERATED SATES *** */

The ASA TEMPLAE_FARALLEL example gven in asa_usk illustrates hav the run vould
proceed. Noteghat since the random number generator is callddrdiftly, generating somexéra states
as described albe, the results are not identical to the serial ASA_TEST calculation.

9.1.59. FDLIBM_POW=FALSE

When FDLIBM_PQV is st to TRUE, a user—defined function swpf) is used instead of pw ().
This may be desirable on some machines when a speed-up can be reSkged. code in
http://lwww.ingber.com/asa_contrikt should irst be tested with the standard ASA_TEST OPTIONS to
see if the resulting asa_out file agrees with the asa_test_asa file.

9.1.60. FDLIBM_LOG=FALSE

When FDLIBM_LOG is set to TBE, a user—defined function s_log () is used instead of log ().
This may be desirable on some machines when a speed-up can be reSkged. code in
http://lwww.ingber.com/asa_contrikt should first be tested with the standard ASA_TEST OPTIONS to
see if the resulting asa_out file agrees with the asa_test_asa file.

9.1.61. FDLIBM_EXP=FALSE

When FDLIBM_EXP is set to TBE, a user—defined function s_exp () is used instead of exp ().
This may be desirable on some machines when a speed-up can be reSkged. code in
http://lwww.ingber.com/asa_contrikt should irst be tested with the standard ASA_TEST OPTIONS to
see if the resulting asa_out file agrees with the asa_test_asa file.

9.2. Printing DEFINE_OPTIONS

9.2.1. USER_OUT=\"asa_usr_out\"

The name of the output file containing all printing from asacudf you wish to attach a process
number use USER_OUT=\"asa usr_out {Use USER_OUT=\"asa_usr_out_\" if this is set in the
ASA-Makefile.) If USER_OUT=\"STDOUT\" then asa_ustr.c will print to stdout.

9.2.2. INCL_STDOUT=TRUE

Some compilers on some systems under sowaislef optimization will not compile if “stdout” is
present in the codeAll instances of “stdout” and “printf” in the user and the asa modules can be
commented out by setting INCL_STDOUT tAIFSE. Notethat this also will suppress some output from
such OPTIONS as ASA_PIPE, TIME_CALC, etc.

The use of INCL_STDOUT set to FALSE is recommended for creating a DLL as described in the
DLL ASA-Makefile sub-Section of Section 7.

9.2.3. ASA_PRINT=TRUE
Setting this to FALSE will suppress all printing within asa.

9.2.4. ASA OUT=\"asa_out\"

The name of the outputd containing all printing from asa. If you wish to attach a process number
use ASA OUT=\"asa_out_$3\". (Use ASA OUT=\"asa_out_$$$$\" if this is set in the ASAefiMak
If ASA_OUT=\"STDOUT\" then ASA will print to stdout.See the discussion of the use of
ASA TEMPLATE_ASA _OUT_PID in the section USER_ASA_OUT helto obtain multiple output
files numbered according to the system pid.

=24 -



Adaptive Smulated Annealing (ASA) Lester Ingber

9.2.5. USER_ASA_OUT=ALSE

When USER_ASA_OUT is set to THE, an additional Program Option pointeAsa_Out_File, is
used to dynamically set the name(s) of the(d) printed out by the asa module. (Thigmides ay
ASA _OUT settings.) In asa_uey if USER_OPTIONS->Asa_Out_File = "STDOUT";, then ASA will
print to stdout.

In the ASA_TEMPLAE_MULTIPLE example provided (see the set of DEFINE_OPTIONS used
in asa_usr_asa.h), USER_ASA OUT is used to generate multiple files of separate ASAIfruns.
QUENCH_RARAMETERS and/or QUENCH_COST is set to UR, then this example will separate runs
with different quenching values.)

In the ASA_TEMPLATE_ASA_OUT_PID example provided (see the set of DEFINE_OPTIONS
used in asa_usr_asa.h), USER_ASA OUT is used to generate ASA ile&Joffthe form asa_out__ X
and asa_usr_out_x, where x is the system pid. This can be useful for a series of runs just changing
parameters in asa_opt, getting different output files without recompibegending on your system, you
may hae w© change the include file and the prototype of getpid () in as& usnder
ASA TEMPLATE_ASA OUT_PID, and possibly the int declaration of pid_int in asa_ustr.c.

9.2.6. ASA_PRINT_INTERMED=TRUE

This option is only déctive if ASA PRINT is TRIE. SettingASA_PRINT_INTERMED to
FALSE will suppress much intermediate printing within asa, especially arrays which cagédeviem
the number of parameters isdar Printingat intermediate stages of testing/reannealing has been turned
off when SELF_OPTIMIZE is set to TRUE, since there likely can be quite a bit of data generated; this
can be changed bygicitly setting ASA_PRINT_INTERMED to TRUE in the ASA-Mafle or on
your compilation command lines.

9.2.7. ASA_PRINT_MORE=FALSE

Setting ASA_PRINT_MORE to TBE will print out more intermediate information, e.g.wne
parameters wherer a nrew minimum is reported. As is the case whesidangents are not calculated by
choosing some ASA options, normally the intermediate values of tangents will not be up to date.

The section abee, Use of Documentation for Tuning, emphasizes the importance of using
ASA PRINT_MORE set to TRUE to help determine optimal tuning of ASA on specific problems.

9.2.8. G_FIELD=12& G _PRECISION=7

The field width and precision of doubles is spiedifin asa.c as G_FIELD.G_PRECISION, e.g., as
%gG_FIELD.G_PRECISION or %9g—-G_FIELD.G_PRECISION. These tvo Printing
DEFINE_OPTIONS arewailable to change the default of 12.7.

9.2.9. ASA_SNE=FALSE

When ASA_SAVE is set to TRUE, asaves enough information in file asa wa dter each nely
best accepted state, to restart from the point entering the main annealing loop, continue thereafter from
the best accepted state in asaesdf course, this use of 1/O tak CPU resources, and can appreciably
slow down your runs. When SYSTEM_CALL is set to TRUE, for extra protection, e.g., in case the run
aborts during a write of asaveaeach time a file asa_ga is written, it also is copied to a wefile
asa_see.old.

In order to store the whole block of random numbers used jattiene, the number USER
USER_OPTIONS->Random_Array Dim and array USER_OPTIONS->Random_Array are required.
These may be changed by the user in asa_usr.c feredif random number generators and fiihgf
algorithms. Thealefault is to use SHUFFLE defined in asa.lugor Random_Array _Dim in the daflt
random number generator in asa.gjsand the pointer Random_Array is set to the pointer of the static
array random_array at the top of asa_usr.c.

Just restart the run byxeeuting asa_run. When ASA_SAVE is set to TRUE, the existencieof f
asa_see is wised to determine whether ameun or a rerun is to proceed.herefore, be sure your ASA
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directory does not va any ¢d asa_see file present if a n& run is to start.

The asa_opt file is included just after asaesies are read into the code. Thereforey aew C
code you wish to he overide information read in from asaveaan be simply added to the bottom of
asa_opt. Bsure you write the names of these variables asateeused in the asa.itef, which can difer
from their counterparts in asa_usile.f Someexample are gien at he end of asa_opt before the #endif
statement. Eactime you add n& information to be compiled, be sure to enforce & recompile of
asa.c and asa_run. In most cases this can be done simply byingrasa.o before using a neakr
recompiling the eecutable. Havever, e ASA SAE_OPT for changes that may be made withoyt an
recompilation.

When ASA is run at seral levels of recursion, if USER_OPTIONS->Asa_Recueslevel is

properly incremented from 0 at the innermost shell, the outermost shelleamnlavill create fles
asa_see {n}.

9.2.10. ASA_SNE_OPT=FALSE

When ASA_SAVE_OPT is set to TRUE, when asa is restarted, ifithaest_opt_see is present in
the same directory as asa_opt, thew nalues of ASA parameters and OPTIONS are read in after
initializing to the point of the last writing of asavea

No recompilation of the code is necessaryd only warnings are issued if asavesapt is not
present. Thdile asa_s& opt should be created as aaet coy of asa_opt before changes in values of
parameters and OPTIONS are mati¢hen ASA_SAVE_OPT is TRUE, ASA_SAVE is automatically set
to TRUE in asa_usr_asa.h.

9.2.11. ASA_SNXE_BACKUP=FALSE

When ASA_SAE_BACKUP is set to TRUE, asaws enough information after each newly best
accepted state, creating a file asaeg®N_Accepted, to enable the user to restart fromygurevious best
accepted state when that asaeddest_stateis copied to asa_ga

When used with ASA_PIPE and/or ASA_PIPE_FILE, ASAVEABACKUP permits the user to
interactizely tune the optimization process without having to stan nas. Readhe abee ASA_ _SAVE
section on the use of the asa_opt file to modify code before reading in thevadide.sa

When ASA SAE BACKUP is TRUE, ASA_SAVE is automatically set to TRUE in
asa_usr_asa.h.

When ASA is run at seral levels of recursion, if USER_OPTIONS->Asa_Recueslevel is
properly incremented from 0 at the innermost shell, the outermost shelleamlavill create fles
asa_see {n}.{N_Accepted.

9.2.12. ASA_PIPE=RLSE

When ASA PIPE is set to TRUE, asa prints to STDOUT lines of data after calls to the cost
function, which can be used to update databases or graphs in realtiménformation is{ number of
valid generated states, number of accepted states, best cost function, best parameter values, current cos
temperature, current parameter temperatures, last cost fgnction

9.2.13. ASA_PIPE_FILE=FALSE

When ASA_PIPE_FILE is set to TRUE, asa prints to asa_pipe lines of data that can be used to
examine run data. This can be used complementary to ASA_PIPE.

9.2.14. ASA_EXIT_ANYTIME=FALSE

When ASA _EXIT_ANYTIME is set to TRUE, the first call to asa() creates the f
asa_exit_aytime. To permit IMMEDIATE_EXIT before calculating the we generated state, simply
delete the file asaxié arnytime, and asa() will exit with code IMMEDTA=_EXIT. This can be useful on
long runs.
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9.2.15. SYSTEM_CALL=TRUE

When SYSTEM_CALL is set to FALSE, asao#ds popen () commandsThis is useful on
machines that do not permit these commarkis.example, when ASA_SAVE is set to TRUE, asa uses a
popen call in asa.c, to cppsa_s#e b asa_sse.old. Thisalso is required to use ASA_SBE BACKUP
set to TRUE.

9.3. Program OPTIONS
typedef struct
{
LONG_INT Limit_Acceptances;
LONG_INT Limit_Generated,;
int Limit_In valid_Generated_States;
double Accepted_To_Generated_Ratio;

double Cost_Precision;

int Maximum_Cost_Repeat;

int Number_Cost_Samples;

double Temperature_Ratio_Scale;

double Cost_Parameter_Scale_Ratio;

double Temperature_Anneal_Scale;
#if USER_INITIAL_COST_TEMP

double *User_Cost_Temperature;
#endif

int Include_Integer_Parameters;
int User_Initial_Parameters;
ALLOC_INT Sequential_Parameters;
double Initial_Parameter_Temperature;
#if RATIO_TEMPERATURE_SCALES
double *User_Temperature_Ratio;
#endif
#if USER_INITIAL_PARAMETERS_TEMPS
double *User_Parameter_Temperature;
#endif

int Acceptance_Frequency_Modulus;
int Generated_Frequency_Modulus;
int Reanneal_Cost;

int Reanneal_Parameters;

double Delta_X;
#if DELTA_PARAMETERS

double *User_Delta_Parameter;
#endif

int User_Tangents;

int Curvature_0;

#if QUENCH_PARAMETERS

double *User_Quench_Param_Scale;
#endif
#if QUENCH_COST

double *User_Quench_Cost_Scale;
#endif
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LONG_INT N_Accepted;
LONG_INT N_Generated;
int Locate_Cost;

int Immediate_EXxit;

double *Best_Cost;
double *Best_Parameters;
double *Last_Cost;
double *Last_Parameters;

#if OPTIONAL_D ATA_DBL
ALLOC_INT Asa_Data_Dim_Dbl;
double *Asa_Data_Dbl;
#endif
#if OPTIONAL_D ATA _INT
ALLOC_INT Asa_Data_Dim_lInt;
double *Asa_Data_Int;
#endif
#if OPTIONAL_D ATA_PTR
ALLOC_INT Asa_Data_Dim_Ptr;
OPTIONAL_PTR_TYPE *Asa_Data_Ptr;
#endif
#if USER_ASA_OUT
char *Asa_Out_File;
#endif
#if USER_COST_SCHEDULE
double ( *Cost_Schedule ) ();
#endif
#if USER_ACCEPT_ASYMP_EXP
double Asymp_Exp_Param;
#endif
#if USER_ACCEPTANCE_TEST
void ( *Acceptance_Test) ();
int User_Acceptance_Flag;
int Cost_Acceptance_Flag;
double Last_Cost;
double Cost_Temp_Curr;
double Cost_Temp_Init;
double Cost_Temp_Scale;
double Prob_Bias;
LONG_INT *Random_Seed;
#endif
#if USER_GENERATING_FUNCTION
double ( *Generating_Distrib ) ();
#endif
#if USER_REANNEAL_COST
int ( *Reanneal_Cost_Function ) ();
#endif
#if USER_REANNEAL_PARAMETERS
double ( *Reanneal_Params_Function ) ();
#endif
#if ASA_SAMPLE
double Bias_Acceptance;
double *Bias_Generated;
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double Average_Weights;
double Limit_Weights;

#endif
#if ASA_QUEUE

ALLOC_INT Queue_Size;
double *Queue_Resolution;

#endif
#if ASA_RESOLUTION

double *Coarse_Resolution;

#endif
#if FITLOC
int Fit_Local,
int Iter_Max;
double Penalty;
#endif
#if MULTI_MIN
double *Multi_Cost;
double *Multi_Params;
double *Multi_Grid;
int Multi_Specify;
#endif

#if ASA_PARALLEL

int Gener_Mov_Avr;
LONG_INT Gener_Block;
LONG_INT Gener_Block_Max;

#endif
#if ASA_SAVE
ALLOC_INT Random_Array_Dim;
LONG_INT *Random_Array;
#endif

int Asa_Recursive_Level;

}
USER_DEFINES;

Note that tvo ways are maintained for passing the Program Opti@iseck the comments in the

ASA-NOTES fle. It may be necessary to change some of the options for some systems. Read the
http://lwww.ingber.com/asaxamples.txt file for some ongoing discussions and suggestionsiotohiy

to optimally set these optiondNote the distinction between trying to speed up annealing/quenching
versus trying to slev down annealing (which sometimes can speed up the searcholdiray spending too

much time in some local optimalgiens). Emplates are set up in ASA to accommodate all altgssati

Below, the defaults are gén in square brackets [].

(A)

(B)

asa_usc file

When using ASA as part of a large libraitfikely is easiest to makihese changes within the user
module, e.g., using the template placed in asa.uBrthe user module, the Program Options are
stored in the structure USER_DEFINES *USER_OPTIONS (and in USER_DEFINES
*RECUR_USER_OPTIONS if SELF_OPTIMIZE is TRUE).

asa_opfile

It likely is most eficient to use a separate data fi@iding repeated compilations of the code, to
test various combinations of Program Options, e.g., using the file asa_opt when OPTIONS_FILE

and OPTIONS_FILE _BTA are set to TRUE in the ASA-Makle or on your compilation
command lines.

In the asa module (which can be called rewelgi the structure is called USER_DEFINES

*OPTIONS. For the rest of this file, where no confusion can reasonably arise, the Program Options will
be referred to as USER_DEFINES *OPTIONS.
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9.3.1. OPTIONS->Limit_Acceptances[10000]

The maximum number of states accepted before quitting. All the templates in A8Adean set
to use Limit_Acceptances=1000 to illustrate the way these options can be chéihgmit. Acceptances
is set to 0, then no limit is obsex. Thiscan be useful for some systems that cannot handje lar
integers.

9.3.2. OPTIONS->Limit_Generated[99999]

The maximum number of states generated before quitting. If Limit_Generated is set to 0, then no
limit is obsened. Thiscan be useful for some systems that cannot handle large integers.

9.3.3. OPTIONS->Limit_Invalid_Generated_States[1000]

This sets limits of repetite invdid generated states, e.g., when using this method to include
constraints. Thisalso can be useful to quickly exit asa () if this is requested by your cost function:
Setting the value of Limit_lalid_Generated_States to 0 wilkie at the next calculation of the cost
function (possibly after a ¥& more «iting calls to calculate tangents and atores). Br example, to
exit asa () at a specific number of generated points, set up a counter in your cost function, e.g., similar to
the one in the test function in asa.asrfor all calls >= the limit of the number of calls to the cost
function, terminate by setting OPTIONS—>Limitvélid_Generated_States = 0 and setting *cost_flag =
FALSE. (Notethat a quick exit also can be acled using OPTIONS—>Immediate_EXxit.)

9.3.4. OPTIONS->Accepted_@_Generated_Ratio[1.0E-6]

The least ratio of accepted to generated states. If #hie Vs encountered, then the usual tests,
including possible reannealing, are initiatedrere if the timing does not coincide with
Acceptance_FrequencModulus or Generated_Frequency_Modulus (definedw)el@ll the templates
in ASA have keen set to use Acceptead Tsenerated_Ratio=1.0E-4 to illustrate the way these options
can be changed.

9.3.5. OPTIONS->Cost_Pecision[1.0E-18]

This sets the precision required of the cost function if exiting because of reaching
Maximum_Cost_Repeat, which is effegtiecs long as Maximum_Cost_Repeat > 0.

9.3.6. OPTIONS->Maximum_Cost_Repeat[5]

The maximum number of times that the cost function repeats itself, within limits set by
Cost_Precision, before quitting. This test is performed only when Acceptance_ Fseddedualus or
Generated_FrequepnidModulus is inoked, or when the ratio of accepted to generated points is less than
Accepted_®_Generated_Ratio, in order to helpverg exiting prematurely in a local minimunif
Maximum_Cost_Repeat is 0, this test is bypassed.

9.3.7. OPTIONS->Number_Cost_Samples[5]

When Number_Cost_Samples > 0, the initial cost temperature is calculated aerdige af the
absolute values of Number_Cost_Samples sampled cost functions.

When Number_Cost_Samples < -1, the initial cost temperature is calculated as the dexgation o
sample of -Number_Cost_Samples number of cost functions, i.e., the square-root déétbeceifof the
second moment and the square of tree moment, normalized by the ratio of -Number_Cost_Samples to
-Number_Cost_Samples - 1.

When ASA_SAVE is set to TBRE, Number_Cost_Samples is set to 1 after the initial run since all
the required information for subsequent runs already has been collected.

If the calculated initial cost temperature is not set using USER_INITIAL_COST_T&idFRf it is

essentially zero (using a test with SMALL_FRD), then it is reset to e = 2.718. If ASA_PRINT is
TRUE a warning is printed.

-30-



Adaptive Smulated Annealing (ASA) Lester Ingber

See Reanneal_Cost for similar treatment of the reannealed cost temperature.

9.3.8. OPTIONS->Emperature_Ratio_Scale[1.0E-5]

This scale is a guide to the expected cost temperature wérgence within a small range of the
global minimum. As explained in the ASA papers, and as outlined in the ASA-NOTES, this is used to
set the rates of annealing. Here is a brief description in terms of the temperature schedule outined abo

As a useful pisical guide, the temperature is further parameterized in terms of quamtitbesl
n;, derived from an “expected” final temperature (which is not enforced in ABA),

Tg = To exp(—-m;) whenkg; =expn; ,

¢ =m;exp(-n,/D) .

However, note that since the initial temperatures and generating indigeand k;, are independently
scaled for each parametérusually is reasonable to simply &kc;, m;, n;} to be independent of the
indexi, i.e., to bg c, m, n} for alli.

In asa.c,
m = —log(Temperature_Ratio_Scale) .

This can be werridden if RATIO_TEMPERA'URE_SCALES (further discussed belois set to TRIE,
and then alues of multipliers oflog(Temperature_Ratio_Scale) are used in asa.c. These multipliers are
calculated in the user module as OPTIONS—->User_Temperature_Ratio []. Then,

m; = mOPTIONS- > User_Temperature_Ratio]i] .

For large numbers of parameters, Temperature_Ratio_Scaleeiy anfluential Program Option in
determining the scale of parameter annealing. It likedyld be best to start with a larger value than the
default, to slav down the annealing.

The ASA-NOTES contain a section vigig a little more explanation on the use of
Temperature_Ratio_Scale.

9.3.9. OPTIONS->Cost_Rrameter_Scale_Ratio[1.0]

This is the ratio of cost:parameter temperature annealing s&sdesxplained in the ASA papers,
and as outlined in the ASA-NOTES, this is used to set the rates of annealing.

In terms of the algebraic ddopment gven above for the Temperature_Ratio_Scale, in asa.c,
Ccost = CCost_ParameteBcale Ratio .

Cost_Rrrameter_Scale_Ratio is @&ry influential Program Option in determining the scale of
annealing of the cost function.

9.3.10. OPTIONS->Emperature_Anneal_Scale[100.0]

This scale is a guide to achéethe expected cost temperature sought eynperature_Ratio_Scale
within the limits expected by Limit_Acceptancess explained in the ASA papers, and as outlined in the
ASA-NOTES, this is used to set the rates of annealing.

In terms of the algebraic ddopment gven above for the Temperature_Ratio_Scale, in asa.c,
n = log(Temperature_Anneal_Scale) .

For lage numbers of parametergniperature_Anneal_Scale probably should at least initially be
set to values greater than *number_parameters, although it will not be as influential as
Temperature_Ratio_Scale.
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9.3.11. OPTIONS->User_Cost_@mperature

If USER_INITIAL_COST_TEMP is TRUE, a pointe©OPTIONS->User_Cost éimperature, is
used to adaptely initialize the cost temperature. If this choice is elected, then User_@uospeFature []
must be initialized.

9.3.12. OPTIONS->Include_Integer_Rrameters[FALSE]

If Include_Inteyer_Rarameters is TBE, include integer parameters in detive and reannealing
calculations, xcept those with INTEGER_TYPE (2). This is useful when the parameters can be
analytically continued between their integer values, or if you set the parameter incrementgrab inte
values by setting ASA_RESOLUTION to TRUE, as discussed furthembelo

9.3.13. OPTIONS->User_Initial_Rarameters[FALSE]

ASA always requests that the user guess initdligs of starting parameters, since that guess is as
good as ayrandom guess the code might reakThedefault is to use the ASA distribution about this
point to generate an initial state of parameters aldevof the cost function that satisfy the user’
constraints. {User_Initial_Rirameters is set to TRUE, then the first ssguess is used to calculate this
first state.

9.3.14. OPTIONS->Sequential_&ameters[-1]

The ASA default for generating wepoints in parameter space is to find avrgoint in the full
space, rather than to sample the space one parameter at a time as do most other algbr&thimm
accord with the general philosopbf sampling the space without yaprior knowledge of ordering of the
parameters. Huever, if you have reason to belige that at some stage(s) of search there might be some
beneit to sampling the parameters sequentjdign set Sequential_Parameters to the parameter number
you wish to start your annealingde, i.e., ranging from 0 to (*parameter_dimension - 1). Then, ASA
will cycle through your parameters in the order yowehdaced them in all arrays defining their
properties, keeping track of which parameter is vegti being modified in
OPTIONS—>Sequential dPameters, thereby permitting adaptichanges. Ap negdive \alue for
Sequential_Brameters will use the default ASA algorithkdpon exiting asa (), Sequential_Parameters is
reset back to its initial value.

9.3.15. OPTIONS->Initial_Parameter_Temperature[1.0]

The initial temperature for all parameters. This isverndden by use of the
USER_INITIAL_PARAMETERS_TEMPS option.

9.3.16. OPTIONS->User_€mperature_Ratio

If RATIO_TEMPERATURE_SCALES is TRUE, a pointeDPTIONS—->User_Temperature_Ratio,
is used to adaptly set ratios of scales used to anneal the parameters in the cost fufid¢tisrtan be
useful when some parameters are not being reannealed, or when setting the initial temperatures (using
USER_INITIAL_PARAMETERS_TEMPS set to TRUE) is not figfent to handle all your parameters
properly This typically is not encountered, so it is advised to lookwdisee at first to impnee your
search. Ifthis choice is elected, then User_Temperature_Ratio [] must be initialized.

9.3.17. OPTIONS->User_Brameter_Temperature

If USER_INITIAL_PARAMETERS_TEMPS is TRUE, a pointer
OPTIONS—>User_Parametetemperature, is used to ada&ply initialize parameters temperatureH.
this choice is elected, then User_Parameter_Temperature [] must be initialized.

9.3.18. OPTIONS->Acceptance_Frquency_Modulus[100]

The frequeng of testing for periodic testing and reannealing, dependent on the number of accepted
states. IfAcceptance_Frequency_Modulus is set to 0, then this test is not performed.
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9.3.19. OPTIONS->Generated_Fequency_Modulus[10000]

The frequeng of testing for periodic testing and reannealing, dependent on the number of
generated states. If Generated_Frequency_Modulus is set to 0, then this test is not performed.

9.3.20. OPTIONS->Reanneal_Cost[1]

A value of Reanneal_Cost set tALISE=0 bypasses reannealing of the cost temperafling
might be done for systems where such reannealing is not useful. Note that the use of
USER_REANNEAL_COST permits users to idef their own cost temperature reannealing algorithm
when Reanneal_Cost is not 0 or -1.

A value of Reanneal_Cost = 1 permits the default reannealing of the cost temperature to be part of
the fitting process, correlating the cost temperature with the current last and best values of the cost
function as described at®

If Reanneal_Cost > 1, then the reannealed initial cost temperature is calculated aistion deer
a sample of -Reanneal_Cost nhumber of cost functions, i.e., the square-root ofarendd of the second
moment and the square of the first moment, normalized by the ratio of Reanneal_Cost to Reanneal_Cost -
1. For example, if the initial cost temperature is reannealed ta@arlaalue, this increases thdeetive
index of the current cost temperaturefeetively slowing davn the rate of decrease of future current cost
temperatures as this indis increased for each acceptance test.

If Reanneal_Cost < -1, then the cost i@ereset to 1, and the initial and current cost temperatures
are calculated as the deviatiomeo a sample of -Reanneal_Cost number of cost functions, i.e., the
square-root of the ddrence of the second moment and the square of the first moment, normalized by the
ratio of -Reanneal_Cost to -Reanneal_Cost - 1. This ofteges gise to fluctuating current cost
temperatures, sometimes diminishing tladue of the acceptance tesiowever, for some systems that
have dfferent behavior at different scales, this can be a very useful OPTIONS.

The algorithms with Reanneal_Cost > 1 or < -1 typically require more calls to the cost function
than the default of Reanneal_Cost = 1. This typicallyvshenore so when Reanneal_Cost < -1 than
when Reanneal_Cost > 1 due to the resetting of the current cost temperature as well as the initial cost
temperature. Becausd the fat tail of the parameter distributions, quite often redigtilarge values of
the cost function will be included in the periodic samplingowever, of course the parameter
temperatures continue to diminish, focusing the fitards the global optimal value.

Note that Number_Cost_Samples can be used similarly for calculating the initial cost temperature.

9.3.21. OPTIONS->Reanneal_&ameters[TRUE]

This permits reannealing of the parameter temperatures to be partitfripefocess. This might
have 1 be £t to FALSE for systems with very g numbers of parameters just to decrease the number of
function calls.

9.3.22. OPTIONS->Delta_X[0.001]

The fractional increment of parameters used tce takmerical dewatives when calculating
tangents for reannealing, for each parameter chosen to be reannealed. Thésridglem when
DELTA_PARAMETERS is set to TBE. If Delta_X is set to 0, then no tangents are calculated.

Note, that for second-destive df—diagonal curature calculations, the algorithm used may cause
evduations of your cost function outside a range when a parameter being sampled is at the .boundary
However, only values of parameters within the ranges set by the user are actually used for acceptance
tests. Notethat the user may set User_Tangents to TRUE, as discusseq tmeldioose an other
algorithm to calculate de#dtives or aher indicators to be used for reannealing.

When calculating derétives, an iwalid cost function, i.e., returning *cost_flag = FALSE from the
cost function, will exit asa() with *exit_code IMYID_ COST_FUNCTION_DERIV Also, when
calculating dewatives, no extra test is performed to check that parameters are within their dod
upper bounds (since meshes for datives may exceed these bounds). If this is not desired, then within
the cost function, within a test for USER_OPTIONS->Locate_Cost == 3, a decision may be made
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whether to return this *exit_code.

9.3.23. OPTIONS->User_Delta_&ameter

If DELTA_ PARAMETERS is TRUE, a pointerOPTIONS—->User_Delta_Parametés used to
adaptvely set increments of parameters used te f@eudo—dexiatives (humerical dexiatives), for each
parameter chosen to be reannealed. example, this can be useful to reannealgeteparameters when a
choice is made to permit their detives to ke taken. |If this choice is elected, then
OPTIONS—>User_Delta dpameter [] must be initialized\No tangents are calculated folygrarameter if
User_Delta_Parameter[] is O.

9.3.24. OPTIONS->User_angents[FALSE]

By default, asa () calculates numerical tangents (firsvateres) of the cost function for use in
reannealing and to provide this information to the.ustaweve, if User_TRngents is set to THE, then
when asd) requires tangents to be calculated, a value of *valid_state_generated_flag (called *cost_flag in
ASA TEST in asa_usr.c and asa_usr_cst.c)AfIE is set and the cost function is called. The user is
expected to set up a test in the beginning of the cost function to sensaltigisand then calculate the
tangents [] array (containing the detives of the cost function, or whater sensitvity measure is
desired to be used for reannealing) to be returned tdq).as&n example is provided with the
ASA TEMPLATE_SAMPLE example.

9.3.25. OPTIONS->Cuwature_O[FALSE]

If the curvature array is quite large for your system, and you really do not use this information, you
can set Curvature_0 to THE which just requires a one—dimensional curvature [0] to be defined to pass to
the asa module (tovaid problems with some systems)his is most useful, and typically is necessary
when minimizing systems with lge& numbers of parameters since the curvature array is of size number of
parameters squared.

If you wish to calculate the curvature array periodicadlyery reannealing cycle determined by
Acceptance_FrequemcModulus, Generated_Frequgn®odulus, or Accepted dl Generated_Ratio,
then set OPTIONS—>Curvature_0 to -1.

9.3.26. OPTIONS->User_Quench_&am_Scale

If QUENCH_RARAMETERS is TRUE, a pointerOPTIONS—->User_QuenchaPam_Scale, is
used to adaptely set the scale of the temperature schedule.this choice is elected, then
OPTIONS—>User_Quenchafam_Scale [] must be initialized, andlwes defined for each dimension.
The default in the asa module is to assign the annealing value of 1 to all elements that mighette def
otherwise. lfvalues are selected greater than 1 using this Program Option, then quenching is enforced.

Note that you can use this control quitdetiéntly to dow down the annealing process by setting
OPTIONS->User_QuenchaPam_Scale [] to values less thanThis can be useful in problems where
the global optimal point is at a quite different scale from other local optima, masking its presence.

If OPTIONS_FILE_DATA, QUENCH_COST and QUENCH_RARAMETERS are TRUE, then
*User_Quench_Cost_Scale and User_Quench_Param_Scale [] all are read in from a#a_opt.
RECUR_OPTIONS_FILE_BTA, QUENCH_COST and QUENCH_RARAMETERS are TRUE, then
*User_Quench_Cost_Scale and User_Quench_Param_Scale [] all are read in from asa_opt_recur.

9.3.27. OPTIONS—->User_Quench_Cost_Scale
If QUENCH_COST is TRUE, a pointerOPTIONS—>User_Quench_Cost_Scale, is used to
adaptvely set the scale of the temperature scheduld. this choice is elected, then
OPTIONS—>User_Quench_Cost_Scale [0] must be initialiZdde default in the asa module is to assign
the annealing value of 1 to this element that might be defined otherwise.
OPTIONS—>User_Quench_Cost_Scale may be changed adaptithout affecting the godicity
of the algorithm, within reason of cours&his might be useful for some systems that requirerdift
approaches to the cost function infeli€nt ranges of its parameters. Note that increasing this parameter
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beyond its dedult of 1.0 can result in rapidly locking in the search to a small region of the cost function,
severely handicapping the algorithm. On the contraigu may find that slwing the cost temperature
schedule, by setting this parameter to a value less than 1.0, may work better for your system.

If OPTIONS_FILE_DATA and QUENCH_COST are TRUE, then *User_Quench_Cost_Scale is
read in from asa opt. If RECUR_OPTIONS_ FILEATA and QUENCH_COST are TRUE, then
*User_Quench_Cost_Scale is read in from asa_opt_recur.

9.3.28. OPTIONS->N_Accepted

N_Accepted contains the current number of pointedséy the acceptance criteria. This can be
used to monitor the itf On exting from asa() N_Accepted contains the value of
*best_number_acceptedved in asa.c. Notehat the value of N_Accepted typically will be less in the
cost function than in ASA_OUTas he value of the returned cost must be tested back in asa () to see if
N_Accepted should be incremented.

9.3.29. OPTIONS->N_Generated

N_Generated contains the current number of generated stdtisscan be used to monitor the f
On exiting from asa () N_Generated contains thlees of *best_number_generatedveshin asa.c. Note
that the value of N_Generated typically will be less in the cost function than in ASA &QWiE value is
only incremented upon returning to asa() if some tests are passed.

9.3.30. OPTIONS->Locate_Cost

Locate Cost is a flag set in a3atelling at what point the cost function is being called. This can
be useful for determining when to perform tests while in your cost funciidghen ASA PRINT is
TRUE, the value is printed out upon exiting &saNote that there are seral possible values that be
reasonable, depending on from where the final exit was called.

Locate_Cost = 0. The cost function is being used for the initial cost temperature.
Locate_Cost = 1. The cost function is being used for the initial cost value.
Locate_Cost = 2. The cost function is being used fomagemerated state.

Locate Cost = 12The cost function is being used for asmngenerated state just after anne
best state was achisl.

Locate_Cost = 3. The cost function is being used for the costatilees to reanneal the
parameters.

Locate_Cost = 4. The cost function is being used for reannealing the cost temperature.
Locate_Cost = 5. The cost function is being used for the exiting q) asaalculate ihal
curvatures.

Locate Cost = -1. Exited main loop of asa () because ofdefeed constraints in
OPTIONS, e.g.,, Acceptance_Frequency Modulus, Generated_Frequency Modulus, or
Accepted_To_Generated_Ratio.

When calculating derétives, an iwvalid cost function, i.e., returning *cost_flag = FALSE from the
cost function, will exit asa() with *exit_code IMYID_ COST_FUNCTION_DERIV Also, when
calculating dewiatives, no atra test is performed to check that parameters are within their lower and
upper bounds (since meshes for datives may exceed these boundsj.this is not desired, then within
the cost function, within a test for USER_OPTIONS->Locate Cost == 3, a decision may be made
whether to return this *exit_code.

9.3.31. OPTIONS->Immediate_EXit[FALSE]

OPTIONS—>Immediate_EXxit is initialized to FALSE when entering(asdt ary time during the
fit, except while the call to cost_function () from s being used simply to calculate detives or he
cost temperature, if the user sets Immediate_EXxit to TRUE, then just afterebpuig is performed by
the acceptance test, asa () will exit with code IMMEDEAEXIT. All closing calculations of current

-35-



Adaptive Smulated Annealing (ASA) Lester Ingber

cost_tangents [] and cost_curvature [] are bypassed.

9.3.32. OPTIONS->Best_Cost

In asa_usr_asa.h, the OPTIONS *Best_Cost is a pointer to the value of the cost function of the
saved best state calculated in a@a E.g., together with *Best_Parameters and Locate Cost, these
OPTIONS can aid seral adaptie features of ASA, e.g., automating the diminishing of ranges each time
a rew best state is achied, as illustrated in the ASA TEMPOA just after the comment
MY_TEMPLATE_diminishing_ranges in asa_usr ThisOPTIONS is to be used read-only by the cost
function, as calculated in asa (); do not change it in the user module unless you so wish to modify the
sampling.

9.3.33. OPTIONS->Best_Rrameters

In asa_usr_asa.h, the OPTIONS *Best_Parameters is a pointer to the values of the parameters of the
saved best state calculated in a@a E.g.,together with *Best_Cost and Locate_Cost, these OPTIONS
can aid seeral adaptie features of ASA, e.g., automating the diminishing of ranges each tinve lzeae
state is achied, as illustrated in the ASA TEMPOA just after the comment
MY_TEMPLATE_diminishing_ranges in asa_usr ThisOPTIONS is to be used read-only by the cost
function, as calculated in asa (); do not change it in the user module unless you so wish to modify the
sampling.

9.3.34. OPTIONS->Last_Cost

In asa_usr_asa.h, the OPTIONS *Last_Cost is a pointer to the value of the cost function of the last
saved date calculated in agq Thiscan be compared to *Best_Cost as a measure of fluctuations among
local minima. An example of use in a user—defined acceptance test is in asa usr.c when
USER_ACCEPANCE_TEST is TRIE. ThisOPTIONS is to be used read-only by the cost function, as
calculated in asa (); do not change it in the user module unless you so wish to modify the sampling.

9.3.35. OPTIONS->Last_Rrameters

In asa_usr_asa.h, the OPTIONS *Last_Parameters is a pointer to the values of the parameters of the
last s@ed date calculated in agx This can be compared to *Best Parameters as a measure of
fluctuations among local minimaThis OPTIONS is to be used read-only by the cost function, as
calculated in asa (); do not change it in the user module unless you so wish to modify the sampling.

9.3.36. OPTIONS->Asa_Data_Dim_Dbl

If the Pre—Compile Option OPTION._DATA_DBL [FALSE] is set to TRUE, an additional
Program Option, OPTIONS—->Asa_Data_Dim_Dbl, becomesiladble to deifne the dimension of
OPTIONS—>Asa_Data_Dbl [].

9.3.37. OPTIONS->Asa_Data_Dbl

If the Pre—Compile Option OPTION._DATA_DBL [FALSE] is set to TRUE, an additional
Program Option pointe©OPTIONS—>Asa_Data_Dbl, becomegadable to return additional information
to the user module from the asa module. This information communicates with the asa module, and
memory must be allocated for it in the user module. An example vimm gh asa_usic when
SELF_OPTIMIZE is TRUE.

9.3.38. OPTIONS->Asa_Data_Dim_Int

If the Pre—Compile Option OPTION._DATA _INT [FALSE] is set to TRUE, an additional
Program Option, OPTIONS->Asa_Data_Dim_Int, becomesiladble to define the dimension of
OPTIONS—>Asa_Data_Int].
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9.3.39. OPTIONS->Asa_Data_Int

If the Pre—Compile Option OPTION._DATA_INT [FALSE] is set to TRUE, an additional
Program Option pointerOPTIONS->Asa_Data_Int, becomesadable to return additional ingger
information to the user module from the asa module. This information communicates with the asa
module, and memory must be allocated for it in the user module.

9.3.40. OPTIONS->Asa_Data_Dim_Ptr

If the Pre—-Compile Option OPTION._DATA PTR [FALSE] is set to TRUE, an additional
Program Option, OPTIONS->Asa_Data_Dim,Pbecomes wailable to define the dimension of
OPTIONS->Asa_Data_Ptr.

For example, a value of Asa_Data_Dim_Ptr = 2 might be used to set different entries in data arrays
at two levds of recursion.See the discussion under OPTIGIN DATA_PTR and Asa_Data_Ptr for use
in multiple recursion.

9.3.41. OPTIONS->Asa_Data_Ptr

If the Pre—-Compile Option OPTION._DATA PTR [FALSE] is set to TRUE, an additional
Program Option pointerOPTIONS—->Asa_Data_Rtrbecomes wailable to define an arrayof type
OPTIONAL_PTR_TYPE defined by the usewvhich can be used to pass arbitrary arrays or structures to
the user module from the asa modudilédis information communicates with the asa module, and memory
must be allocated for it in the user module.

For example, struct BTA might contain an array data[10] to be used in the cost function.
Asa_Data_Dim_Ptr might kra a alue 2. Set #dafe OPTIONAL_PTR_TYPE BTA. Then, data[3] in
struct Asa_Data_Ptr[1] could be set and accessed as USER_OPTIONS->Asa_Data_Ptr[1].data[3] in the
cost function.

For example, your main program that calls asa_main() wowe llavdoped a struct Selecteye
*SelectedPointeland you can call asa_main(SelectedPojnigr Inasa_usr_asa.h, you wouldvea

#define OPTIONAL_PTR_TYPE SelectedType
In asa_usr.c (and asa_usr.h) you wouldeldg int asa_main(OPTIONAL_PTR_TYPE *OptionalPointer
...) and, close to the appropriate ASA_TEMPLATE, you would set

USER_OPTIONS->Asa_Data_Ptr = OptionalPointer;
if Asa_Data_Dim_Ptr = 1 were being passed to ASA; otherwise, if Asa_Data_Dim_Ptr > 1, as illustrated
in the ASA_TEMPLATE in asa_ust memory must be allocated (and then freed) for Asa_DatanBtr
each dimension must be properly aligned with the structs being passed from the main program.

Note that the typedef of the SelectedType struct (whether or not xmlicitty use the term
typedef), deeloped in your main program, cannot be passed by its name to asa_main(), and so it must be
declared as well in the asa module.asa_usr_asa.h, the SelectedType struct can be included with the use
of an #include SelectedStruct.h common to your main program and asa_usr_asa.h.

As noted in asa_usr.c, before exiting asa_main(), instead of freeing Asa_DafamBimory has
been allocated outside ASA, e.g., by the use of ASA_LIB, use
USER_OPTIONS->Asa_Data_Ptr = NULL;

The http://mwwingber.com/asaxamples.txt file contains some guidance of the use of
OPTIONAL_DATA_PTR and Asa_Data_Ptr.

9.3.42. OPTIONS->Asa_Out_File

If you wish to hae the printing from the asa module be sent tdeadetermined dynamically from
the user module, set the Pre-Compile Printing Option USER_ASA_ OAISJE] to TRUE, and ddfie
the Program Option *Asa_Out_File in the user mody{lEhis overrides ay ASA_OUT settings.)An
example of this use for multiple asa () runs igegiin the user module.
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9.3.43. OPTIONS->Cost_Schedule

If USER_COST_SCHEDULE [FALSE] is set to UE, then (*Cost_Schedule) () is created as a
pointer to the function user_cost schedule () in asa,uand to recur_user_cost_schedule () if
SELF_OPTIMIZE is set to TRUE.

9.3.44. OPTIONS->Asymp_Exp_Bram

When USER_ACCEPT_ASYMP_EXP [FALSE] is TRUE, an asymptotic form of dpereential
function as an alternat to the Boltzmann function becomesadable for the acceptance tesh
parameter OPTIONS—>Asymp_Exp_Param becomeiable, with a dedult of 1.0 in asa_usr.c\ging
the standard Boltzmann functionThe asymptotic approximation to the exp function used for the
acceptance distribution is

exp(-x) » [1-(1-g)x]V .
If you require a more moderate acceptance test, trgdaiveeAsymp_Exp_Param may be helpful.

9.3.45. OPTIONS->Acceptance_dst

If USER_ACCEPTRNCE_TEST [FALSE] is set to TBE, then ( *Acceptance_Test ) () is created
as a pointer to the function user_acceptance_test () in asa amt to recur_user_acceptance_test () if
SELF_OPTIMIZE is set to TRUE.

9.3.46. OPTIONS->User_Acceptance_Flag

If USER_ACCEPTRNCE_TEST [FALSE] is set to TBE, then User_Acceptance_Flag is created.
In asa (), User_Acceptance_Flag is set taJERprior to calling the cost function wherme acceptance
tests need not be performed, i.e., when using the cost function to generate initial conditions, when being
used to calculate degtives, or when samples are being generated to calculate the cost temperature;
otherwise it is set toALSE. If User_Acceptance_Flag is returned from the cost functiodBSIE, then
it is assumed that the cost function will fail the acceptance criteria, but other data is still collected in the
acceptance function. When entering the acceptance test in asa, a test is done to see if the acceptance tes
has already been determined by the cost function; if not, then OPTIONS—->Acceptance_Test () is called to
calculate the acceptance test to determine the resulting value of User_Acceptance_Flag.

9.3.47. OPTIONS->Cost_Acceptance_Flag

If USER_ACCEPTRNCE_TEST [FALSE] is set to TRUE, then Cost_Acceptance_Flag is created.
In asa(), Cost_Acceptance_Flag is set to a default of FALSE before entering the cost function. If both
Cost_Acceptance_Flag and User_Acceptance_Flag are returned from the cost functibfcath@R it
is assumed that the cost function has decided that the acceptance criteria is passed, and other data is
collected in the acceptance function.

9.3.48. OPTIONS->Cost_&mp_Curr

If USER_ACCEPRNCE_TEST [FALSE] is set to TBE, then Cost_Temp_Curr ivalable to
user_cost_function and/or to OPTIONS—->Acceptance_Test to calculate the acceptance criteria.

9.3.49. OPTIONS->Cost_&mp_Init

If USER_ACCEPRNCE_TEST [FALSE] is set to TBE, then Cost_Temp_Init isvalable to
user_cost_function and/or to OPTIONS—->Acceptance_Test to calculate the acceptance criteria.

9.3.50. OPTIONS->Cost_&mp_Scale

If USER_ACCEPRNCE_TEST [FALSE] is set to TBE, then Cost_Temp_Scale igadable to
user_cost_function and/or to OPTIONS—->Acceptance_Test to calculate the acceptance criteria.
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9.3.51. OPTIONS->Ppb_Bias

If USER_ACCEPTRNCE_TEST [FALSE] is set to TBE, then Prob_Bias is returned by the user
module to the asa modul&his usually is the Boltzmann test term which is compared with a uniform
random number to determine acceptance, andaiisevcan be required for other OPTIONS such as
ASA_SAMPLE.

9.3.52. OPTIONS->Random_Seed

If USER_ACCEPRNCE_TEST [FALSE] is set to TBE, then in as@
OPTIONS—>Random_Seed is set to the address of the random seed throughout asa, to synchronize the
random number generator with the rest of the run, e.g., permitting *Random_Seed to be used in
user_cost_function ().

9.3.53. OPTIONS->Generating_Distrib

If USER_GENERATING_FUNCTION [FALSE] is set to THE, then (*Generating_Distrib) () is
created as a pointer to the function user_generating distrib () in asa usrc, and to
recur_user_generating_distrib () if SELF_OPTIMIZE is set tdJER The parameters passed to these
functions are further described bslo

9.3.54. OPTIONS->Reanneal_Cost_Function

If USER_REANNEAL_COST [FALSE] is set to T, then (*Reanneal_Cost_Function) () is
created as a pointer to the function user_reanneal_cost () in asa_usr.c, and to recur_user_reanneal_cost (
if SELF_OPTIMIZE is set to TRUE.

9.3.55. OPTIONS->Reanneal_&ams_Function

If USER_REANNEAL_PARAMETERS [ARLSE] is set to TRUE, then
(*Reanneal_Rrams_Function) () is created as a pointer to the function user_reanneal_params () in
asa_usr.c, and to recur_user_reanneal_params () if SELF_OPTIMIZE is set to TRUE.

9.3.56. OPTIONS->Bias_Acceptance

If ASA_SAMPLE is TRJE, this is the bias of the current state from the Boltzmann acceptance test
described abe, taken to be the minimum of one and the Boltzmann factor if thepuént is accepted,
and one minus this number if it is rejected.

9.3.57. OPTIONS->Bias_Generated

If ASA_SAMPLE is TRUE, a pointelOPTIONS->Bias_Generated, contains the the biases of the
current state from the generating digitibns of all actie parameters, described aleo Memory for
OPTIONS—>Bias_Generated [] must be created in the user module.

9.3.58. OPTIONS->Arerage_Weights

IF ASA_SAMPLE is TRUE, this is thevarage of the weight array holding the products of the
inverse asa generating distributions of all\aefarameters.

For example, OPTIONS->N_Accepted can be used to monitor changes \m saveel point in the
cost function, and when OPTIONS—-w&#kage Veights reaches a spded number (perhaps repeated
several times), the cost function could return awaid flag from the cost function to terminate the run.
When the Aerage Veights is very small, then additional sampled pointslyikwill not substantially
contribute more information.

9.3.59. OPTIONS->Limit_Weights

If ASA_SAMPLE is set to TRUE, Limit_Weights is a limit on the value of therage of the
weight array holding the uerse asa generating distnifion. Whenthis lower limit is crossed, asa will no
longer send sampling output to be printed out, although it still will be calcul&®the run progresses,
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this average will decrease until contributions from further sampling becomeveyatinimportant.

9.3.60. OPTIONS->Queue_Size

If ASA_QUEUE is set to TRUE, Queue_Size is a limit on the size of the FIFO queue used to store
generated states. This array must be defined in the user module.

After Queue_Size has been set, and memory created in asa (), it may be changesllyadaguty
number less than this. If Queue_Size is 0, then no queue is used.

9.3.61. OPTIONS->Queue_Resolution

If ASA_QUEUE is set to TRUE, Queue_Resolution is a pointer to an array of resolutions used to
compare the currently generated parameters to those in the gudgearray must he gace allocated
and be defed in the user module. See the discussions on ASA_QUEUE and ASA_ RESOLUTION on
the differences in operations of thes®@ @PTIONS.

The ASA QUEUE OPTIONS also can be used to coarse—grain layfsetting high values of
Queue_Resolution ].

9.3.62. OPTIONS->Coarse_Resolution

If ASA_RESOLUTION is set to TRE, Coarse_Resolution is a pointer to an array of resolutions
used to resok the values of generated parameters. This array mustsiace allocated and be aefd
in the user moduleSee the discussions on ASA_QUEUE and ASA_RESOLUTION on the differences in
operations of these mOPTIONS.

9.3.63. OPTIONS->Fit_Local

If FITLOC is TRUE, OPTIONS->Fit_Local is passed to cost_function (). This provides additional
flexibility in deciding when to shunt asa (ves to fitloc (), e.g., during multiple or recuvs
optimizations. Aaused in asa_usr.c, a value of Fit_Local set >= 1 is required to enter the local code.

If Fit_Local is set to 2, gnbetter fit found by the local code better than asa () is ignored if that local
fit is achieved by violating the ranges of the parameters. This additional test is much stricter than that
imposed by OPTIONS->Penalty,

9.3.64. OPTIONS->lter_Max

When FITLOC is TRUE, OPTIONS->lter Max determines the maximum iterations of the
cost_function () by simpie().

9.3.65. OPTIONS->Rnalty

If FITLOC is TRUE, OPTIONS—>Penalty determineswhto weight violation of constraints,
exceeding boundaries, etc.

9.3.66. Multi_Number

If MULTI_MIN is set to TRUE, then OPTIONS—>Multi_Numhethe number of best-generated
states of the lowest sampled values of the cost function, must be set by th&fusmirse this can be
changed adaptély.

Note that OPTIONS—>Multi_Cost and OPTIONS—->Multi_Params are seeded with the highest cost
function state just before entering the main annealing Iddyrefore, if OPTIONS—->Multi_Number is
larger than the actual number of accepted best stated @nest values), or if a set of states are identical
within the precision reported, then there will be a set of duplicate states returned which shitteickte f
via a unigue macro.

9.3.67. OPTIONS->Multi_Cost

If MULTI_MIN is TRUE, OPTIONS—->Multi_Cost s& the lowest OPTIONS—->Multi_Number
values of the cost function.
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9.3.68. OPTIONS->Multi_Params

If MULTI_MIN is TRUE, OPTIONS->Multi_ Rirams se the parameters of the vest
OPTIONS—>Multi_Number values of the cost function.

9.3.69. OPTIONS->Multi_Grid

If MULTI_MIN is TRUE, OPTIONS—->Multi_Grid must be set by the user to define the resolution
permitted to distinguish among parameter values of the best-generatedidtateger, this is overridden
in asa.c, to ensure that Multi_ Grid is greater or equal to EPS DOUBLE and to
OPTIONS—>Coarse_Resolution if ASA_RESOLUTION is TRUE.

9.3.70. OPTIONS->Multi_Specify

If MULTI_MIN is TRUE, and if OPTIONS—->Multi_Specify is set to 0, the selection of best-
generated states includes all sampled instances of the cost functions. If Multi_Specify is set to 1, the
selection of best-generated states is constrained to include only those with different values of the cost
function.

If Multi_Specify is set to 0, and multiple best cost functions are found, the parametersioéithe f
cost function reported will be the parameters of the last best cost function. wAblesé cost functions
will be reported, but if ASA PRINT_MORE is THE only nav lower best cost functions will ka
additional print out.

The final \alues in asa.c of *best_number_generatagdsand *best_number_acceptedvea a
the best cost function will be those of the first instance of the final best.vIfMulti_Specify is set to 0,
the parameters corresponding to this firellie may not be among the set of final Multi_Params if there
are more best cost functions than Multi_Number.

9.3.71. OPTIONS->Gener_Mws_Avr

If ASA_PARALLEL is set to TRIE, Gener_Mwu_Avr determines the windo of the maing
aveage of sizes of parallel generated states required to fiwdbast accepted state®\ reasonable
number for may problems is 3.

If and when OPTIONS->Gener_MoAvr is set to 0, then OPTIONS->Gener_Block is not
changed thereafter.

9.3.72. OPTIONS->Gener_Block

If ASA_PARALLEL is set to TRUE, Gener_Block is an initial block size of parallel generated
states to calculate fwoto determine a ne best accepted state.

9.3.73. OPTIONS->Gener_Block _Max

If ASA PARALLEL is set to TRIE, Gener_Block _Max is an initial maximum block size of
parallel generated states to calculate to determinewabest accepted state. This can be changed
adaptvely during the run.

This can be useful if your parallel code assigng pmcessors “on the fiiyto compensate for some
cost functions being more CPU intersi eg.,, due to boundary conditions, etcThen
OPTIONS—>Gener_Block_Max may be larger than the number ¢figdd processors, e.g., if
OPTIONS—>Gener_Block would call for such a size.

9.3.74. OPTIONS->Random_Array_Dim

When ASA_SAVE is set to TBE, OPTIONS->Random_Array Dim defines the dimension of the
array used to hold shidd random numbers used by the random number generator defined in.asa_usr
The default is to use SHUFFLE defined in asa_usr.h for Random_Array_Dim.
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9.3.75. OPTIONS->Random_Array

When ASA _SAE is set to TRUE, OPTIONS->Random_Array holds the shuffled random
numbers used by the random number generator defined in asa hesdefault is to set the pointer of the
static array random_array at the top of asa_usr.c.

9.3.76. OPTIONS->Asa_Recurse Level
When using ASA recurggly, it often is useful to be able to keep track of thellef recursion.

If ASA_SAVE is set to TRUE, set Asa_RecwssiLevel to be 0 at he most inner shell and
increment at each successiauter shell. Then, ASA_SAVE will take dfect at the most outer recursi
shell.

10. UserModule

This module includes asa_usr.c, asahysaisa_usr_cst.c, and asa_usr_asadu may wish to
combine them into oneld, or you may wish to use the ASA module as one component of a library
required for a large project.

10.1. intmain(int argc, char **argv)

In main (), set up your initializations and calling statements to asa. The files asa_usr.c,hasa_usr
and asa_usr_cst.c provide a sample () function, as well as a sample cost function foryemigrommn I
you do not intend to pass parameters into main, then you can just declare it as main () withgat the ar
and argv arguments, deleting other references to argc and argv.

main () returns 0 for a normal exit, -1 if therasva calloc allocation error in asa.c, or -2 if there
was a @lloc allocation error in asa_ust.c.

10.2. intasa_main(

#if ASA_TEMPLATE_LIB
double *main_cost_value,
double *main_cost_parameters,
int *main_exit_code

)

If ASA_LIB is set to TRUE, then asa_main () is used as a function call instead of mafn ().
SELF_OPTIMIZE is set to TRUE, then the first main ()/asa_main () in asa_usr.c is closed off, and a
different main ()/asa_main () procedure in asa_usr.c is used.

asa_main () returns 0 for a normal exit, -1 if theaswa calloc allocation error in asa.c, or -2 if
there was a calloc allocation error in asa_usr.c.

If you require parameters to be passed by asa_main () back to your main program, e.gluepst_v
*cost_parameters, %# code, etc.,, then these can be added as *main_ehst,v
*main_cost_parameters, *main_exit_code, with memory allocated in your own main (jusiic.use is
illustrated by ASA_TEMPLATE_LIB.

At the end of the asa_usrpart of ASA_TEMPLATE_LIB is an example of a main () program that
could call asa_main ().

randflt () calls resettable_randflt () each time to actually implement the RNG. This is to provide the
capability of getting the same runs if the same multiple calls tq) em@® made, e.g., when using
ASA LIB set to TRJE. To enforce this, asa_main () should call resettable_randflt (rand_seed, 1) at the
beginning of each run.

#endif
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10.3. intinitialize_parameters(
double *cost_parameters,
double *parameter_lower_bound,
double *parameter_upper_bound,
double *cost_tangents,
double *cost_cuwature,
ALLOC_INT *parameter_dimension,
int *parameter_int_real,

#if OPTIONS_FILE_DATA
FILE *ptr_options,

#endif
USER_DEFINES * USER_OPTIONS)

Before calling asa, the user must allocate storage and initialize some of the passed parAmeters.
sample () function is provided as a templale.this procedure the user should allocate storage for the
passed arrays and def the minimum and maximunalues. Belw is detailed all the parameters which
must be initialized. If your arrays are of size 1, still use them as arrays as described incasa_usr
Alternatively, if you define 'int user_flag’, then pass &user_flag.

As written abwee, these are the names used in the user module. All these parameters could be
passed globally in the user module, e.g., bynief them in asa_usr.h instead of in main () in asac,usr
but since the asa module only passes local parameters to facilitate veamsesi this approach is tak
here as well.

initialize_parameters () returns 0 for a normal exit or -2 if there was a calloc allocation.

10.4. intrecur_initialize_parameters(
double *recur_cost_parameters,
double *recur_parameter_lower_bound,
double *recur_parameter_upper_bound,
double *recur_cost_tangents,
double *recur_cost_cuwature,
ALLOC_INT *recur_parameter_dimension,
int *recur_parameter_int_real,

#if OPTIONS_FILE_DATA
FILE *recur_ptr_options,

#endif
USER_DEFINES * RECUR_USER_OPTIONS)

This procedure is used only if SELF_OPTIMIZE is TRUE, and is constructed similar to
initialize_parameters (). recur_initialize_parameters () returns 0 for a normal exit or -2 if there was a
calloc allocation.

10.5. doublecost_function(
double *x,
double *parameter_lower_bound,
double *parameter_upper_bound,
double *cost_tangents,
double *cost_cuwature,
ALLOC_INT *parameter_dimension,
int *parameter_int_real,
int *cost_flag,
int *exit_code,
USER_DEFINES *USER_OPTIONS)
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10.5.1. cost_function

You can give any mme to cost function as long as you pass this nhame to asa; it is called
cost_function in the user moduldhis function returns a real value which ASA will minimize. In cases
where it seems that the ASA default parameters are not farigef for your system, you might consider
modifying the cost function being optimize&or example, if your actual cost function is of the form of
an exponential to an exponential, you might do better using the logarithm of this as cost_function.

10.5.2. *x

X (called cost_parameters in the user module) is an array of doubles representing a set of parameters
to evaluate.

10.5.3. doublefparameter_lower_bound
See discussion beloon parameter_upper_bound.

10.5.4. doublefparameter_upper_bound

These tw arays of doubles are passed. Since AS#ks only on bounded search spaces, these
arrays should contain the minimum and maximwatu@s each parameter can attain. If you arame,
try a factor of 10 or 100 times yameasonable alues. Theexponential temperature annealing schedule
should quickly sharpen the search down to the most important region.

Passing the parameter bounds in the cost function permits some additionaleaésgitires during
the searchFor example, setting the Wer bound equal to the upper bound will reim@ @rameter from
consideration for sampling, although it still will be printed out with other parameters if OPTIONS permit.
Whenever this occurs, within asa() thefeftive dmension ddhing the size of the search space is reduced
by the number of parameters so remsth

For example, if your parameter constraints are correlated in subsets, you can implement the
following in your cost_function () in asa_usor asa_usr_cst.c. Immediately upon entering cost_function
() after receiving a full set of meparameters from asa (), check all correlated subsets of pdirgsme
correlated subset is not valid, for all parameters that do satisfy your constraines, sa
parameter_lver _bound [] and parameter_upper_bound [] in some temporary arrays, set
parameter_lver_bound [] equal to parameter_upper_bound [], *cost_flag equal to FALSE, and return to
asa (). Hee asa () keep recalculating the mesubsets of points until all subsets aadid. Then,reset
parameter_lver_bound [] and parameter_upper_bound [] from the temporary arrays, and continue on
with the rest of cost_function ()You may wish to perform this with the Quenching OPTIONS turned on,
so that you also can accordingly adegti modify the annealing rates using thevneffectve rumber of
active parameters.

10.5.5. doublefcost_tangents

This array of doubles is passed. On return from asa this contains the fivativkeriof the cost
function with respect to its parameters. These can be useful for determinirajubefyour it. In the
default implementation of ASA, the tangents are used to determine theveefsdinnealing among
parameters.

10.5.6. doublefcost_curvature

This array of doubles is passedxneOn return from asa, for real parameters, this contains the
second devitives of the cost function with respect to its parameters. These also can be useful for
determining the value of your fit, e.g., as avatance matrix” for the fitted parameters.

When the DEFINE_OPTIONS Curvature_0 option is set to TRUE the curvature calculations are
bypassed. Thisan be useful for very large spaces.
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10.5.7. ALLOC_INT *parameter_dimension

An integer containing the dimensionality of the state space is passéd Tiee arrays X
(representing cost_parameters), parameter_lower_bound, parameter_upper_bound, cost_tangents, and
parameter_int_real (below) are to be of the size *number_parameétersarray curvature which may be
of size the square of *number_parameters.

Setting the laver bound equal to the upper bound will re@ @rameter from consideration.
Whenever this occurs, within asa() thefeftive dmension defining the size of the search space is reduced
by the number of parameters so remsth

10.5.8. int*parameter_int_real

This integer array is passedxte Eachelement of this array (each flag) can be: REAL_TYPE (-1)
(indicating the parameter is a real value), INTEGER_TYPE (1) (indicating the parameterecan taly
integer values), REAL_NO_REANNEAL (-2), or INTEGER_NO_REANNEAL (2Yhe latter tvo
choices signify that no destives ae to be takn with respect to these parametdiBerivatives can be
taken with INTEGER_TYPE (1) only if OPTIONS—>Include_lg& Rarameters is set to TRUE.piF
example, this can be useful to exclude discontinuous functions from being reannealed. Note that the
values of the parameters and their ranges avayalpassed as doubles in the codg their values will be
integral for those parameters which are defined as INTEGER_TYPE or INTEGER_NO_REANNEAL.

If a system parameter is discrete, but not a simple set of sequential integers, then it may be
necessary to define a transformation within the cost function in terms of pan@meter which is a set of
sequential intgers. Alsonote that ASA_RESOLUTION may be used in some such cases, which
overides the use of parameter_int_real. Then, thie parameter instead of the original discrete
parametercan be passed between asa () and the cost_functiomh@. (approximate) range of the
transformed parameter must be reflected in the values assigned to parametebdand [] and
parameter_upper_bound [], as discussed@b®f course, this transformation may be supplemented by
constraints that can be enforced using the *cost_flag in the user module, as discussed belo

10.5.9. *cost_flag

cost_flag is the address of an e In cost_function (), *cost_flag should be set ®LSE (0) if
the parameters violate a set of user defined constraints (e.g., as defined by a set of boundary conditions) or
TRUE (1) if the parameters represent @i state. If *cost_flag is returned to asa () as FALSE, no
acceptance test will be attempted, andva set of trial parameters will be generated.

If another algorithm suggests ayvof incorporating constraints into the cost function, then this
modified cost function can be used as well by ASA, or that algorithm might best be used as a front-end to
ASA.

If OPTIONS—->User_Tangents [FALSE] has been set to TRUE, thef) agpects the user to test
the value of *valid_state_generated_flag that enters fronf)adé *cost_flag enters with aalue of
FALSE, then the user isxpected to calculate the cost_tangents [] array before exiting that particular
evduation of the cost function. An example is provided with the ASA_TEMPLATE_SAMPLE example.

10.5.10. int*exit_code

The address of this integer is passed to asa. On return it contains the code for the reaied.asa e
When ASA_PRINT is TRUE, the value is printed out.

NORMAL_EXIT = 0. Given the criteria set largely by the DEFINE_OPTIONS, the search

has run its normal course, e.g., when Limit_Acceptances or Limit_Generated is reached.

P_TEMP_TO_SMALL = 1. A parameter temperature was too small using the set criteria.
Often this is an acceptable status cod¥ou can omit this test by setting
NO_FARAM_TEMP_TEST to TRIE as one of your Pre-Compile Options; then values of
the parameter temperatures less than EPS_DOUBLE are set to EPS_DOUBLE.

C_TEMP_TOO_SMALL = 2. The cost temperatureasy too small using the set criteria.
Often this is an acceptable status cod¥ou can omit this test by setting
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NO_COST_TEMP_TEST to TBE as one of your Pre-Compile Options; then a value of the
cost temperature less than EPS_DOUBLE is set to EPS_DOUBLE.

COST_REPEAING = 3. The cost function value repeated a number of times using the set
criteria. Oftenthis is an acceptable status code.

TOO_MANY_INVALID_STATES = 4. Too mary repetitve generated states werevaid
using the set criteriaThis is helpful when using *cost_flag, as discussed/i@lto include
constraints.

IMMEDIATE_EXIT = 5. The user has set OPTIONS—>Immediate_Exit tOHPor deleted
file asa_exit_anytime when ASA_EXIT_ANYTIME is TRUE.

INVALID_USER_INPUT = 7. The user has introduceddid input. When entering ag,
a function asa_test_asa_options () checks ouymsaer—deiined parameters and OPTIONS,
and prints out ivalid OPTIONS when ASA_PRINT is set to TRUE.

INVALID_COST_FUNCTION = 8. The user has returned a value of the cost function to
asa ()which is not a valid numbge.g., not between -MAX_DOUBLE and MAX_DOUBLE.

Or, the user has returned a value of a parameter no longer within its proper rarhgdir{g
cases where the user has set the lower bound equal to the upper boundécar@rameter
from consideration).

INVALID_COST_FUNCTION_DERIV = 9.While calculating numerical cost degiives, a
value of the cost function was returned which is notaidvhumber eg., not between
-MAX_DOUBLE and MAX_DOUBLE. Or, while calculating numerical cost deafives, a
value of a parameter no longer within its proper rangel@eliing cases where the user has set
the lower bound equal to the upper bound to rer@@rameter from considerationaw set.

In such cases, view the bounds of parameters and the OPTIONS used to determvine ho
derivatives ae calculated and used.

When calculating devétives, an iwalid cost function, i.e., returning *cost_flag =
FALSE from the cost function, will exit asa() with xie code
INVALID_COST_FUNCTION_DERIV Also, when calculating destives, no extra test is
performed to check that parameters are within their lower and upper bounds (since meshes
for derivatives may exceed these boundsj.this is not desired, then within the cost function,
within a test for USER_OPTIONS->Locate_Cost == 3, a decision may be made whether to
return this *exit_code.

CALLOC_FAILED = -1. Calloc memory allocation has failed in asaltis error will call
Exit_ASA(), the location will be printed to stdout, and @swill return the double -1 to the
calling program. In asa_usr.c, if asa () returns this *exit_codaraimg will be printed both
to stdout and to USER_OUTNote that if a calloc memory allocation fails in asa.a)ghis
error will call Exit_ USER() to print the location to stdout and then return -2.

Note that just relying on such a simple summawggby *exit_status can be extremely deceegti
especially in highly nonlinear problems. ltdsongly suggested that the user set ASA_PRINTHER
before agy production runs. An examination of some periodic output of ASA can be essential to its
proper use.

10.5.11. USER_DEFINESOPTIONS

All Program Options are dekd in this structure. Since Program Options are passed to asa and the
cost function, these may be changed asdpti

The Program Options also can be read in from a separateildatasé_opt, permitting #fient
tuning/deligging of these parameters without having to recompile the code. This option has been added
to the asa module.
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10.6. doublerecur_cost_function(
double *recur_cost_parameters,
double *recur_parameter_lower_bound,
double *recur_parameter_upper_bound,
double *recur_cost_tangents,
double *recur_cost_cuwature,
int *recur_parameter_dimension,
int *recur_parameter_int_real,
int *recur_cost_flag,
int *recur_exit_code,
USER_DEFINES * RECUR_USER_OPTIONS)

This procedure is used only if SELF_OPTIMIZE is TRUE, and is constructed similar to
cost_function ().

10.7. doubleuser_random_generator(
LONG_INT *rand_seed)

A random number generator function must be selected. It may be as simple as one of the UNIX®
random number generators (e.g. drand48), or may be user defined, but it should returalaereathin
[0,1) and not tad& any parameters. Ajood random number generat@andflt, and its auxiliary routines,
including an alternate RNG, are provided with the code in the user module.

The random seedir$t defined in the user module, is passed to asa (), where it can beTiiset.
can be useful for some parallelization algorithms.

Most random number generators should barfmed-up” by calling a set of dummy random
numbers. Heraandflt () does this when it is first called, or when it is fed gatiee random seed (which
can be a useful flag for asa_seed () below).

randflt () calls resettable_randflt () each time to actually implement the RNG. This is to provide the
capability of getting the same runs if the same multiple calls tq) em@® made, e.g., when using
ASA LIB set to TRJE. To enforce this, asa_main () should call resettable_randflt (rand_seed, 1) at the
beginning of each run.

10.8. LONG_INT asa_seed(
LONG_INT seed)

When ASA_LIB is set to TRUE asa_seed () beconvesable to set the initial random seetihis
can be useful for repeated calls to asa_main () describgd. alfan absolute value of seed greater than 0
is given to a @ll of asa_seed, then seed is used as the initial random seed; otherwise asa_main () will by
default create its own random seed, and the user need not be concerned/ with tanasa_seed (JAn
example of use is gen when ASA_TEMPLATE_LIB is set to true.

If the value of seed is less than 0, this signals theuttefandflt () to initialize the array of seeds to
be shufied. Thisis especially useful when using repeated calls to asa_main () when ASA_LIB is TRUE.

10.9. doubleuser_cost_schedule(
double test_temperature,
const void *OPTIONS_TMP)

If USER_COST_SCHEDULE [FALSE] is set to TE, then this function must definewdhe nev
cost temperature is calculated during the acceptance test. The default is to return test_temperature.
example, if you sense that the search is spending too much time in local minima at some stage of search,
e.g., dependent on informatiomtgered in USER_OPTIONS, then you might return the square root of
test_temperature, or some other function, tevaiown the sharpening of the cost function acceptance
test.
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10.10. doublerecur_user_cost_schedule(
double test_temperature,
const void *OPTIONS_TMP)

If USER_COST_SCHEDULE WL.SE] and SELF_OPTIMIZE [FALSE] both are set to UR,
then this function must define Wwahe nev cost temperature is calculated during the acceptanceAsst.
discussed ahe for user_cost_schedule (), you may modify thedifvalue of test_temperature returned
by this function, e.g., dependent on information gathered in RECUR_USER_OPTIONS.

10.11. wid user_acceptance_test(
double *uniform_test,
double current_cost,
double *parameter_lower_bound,
double *parameter_upper_bound,
ALLOC_INT *number_parameters,
const void *OPTIONS_TMP)

If USER_ACCEPRNCE_TEST [FALSE] is set to TBE, then this function must determine the
acceptance test, e.g., as an alternate to the BoltzmantJ®@ER_ACCEPT_ASYMP_EXP [FALSE] is
an example of a class of such modifications.

10.12. wid recur_user_acceptance_test(
double *uniform_test,
double recur_current_cost,
double *recur_parameter_lower_bound,
double *recur_parameter_upper_bound,
ALLOC_INT *recur_number_parameters,
const void *OPTIONS_TMP)

If USER_ACCEPTRNCE_TEST [ALSE] and SELF_OPTIMIZE [FALSE] both are set to UR,
then this function must determine the acceptance test, e.g., as an alternate to the Boltzmann test.

10.13. doubleuser_generating_distrib(
LONG_INT *seed,
ALLOC_INT *number_parameters,
ALLOC_INT index_v,
double temperature_v,
double init_param_temp_v,
double temp_scale_params_v,
double parameter v,
double parameter_range_v,
double *last_sared_parameter,
const void *OPTIONS_TMP)

If USER_GENERATING_FUNCTION [FALSE] is set to THE, then this function (referred by
USER_OPTIONS->Generating_Distrib in the user module) must define the probabilityudiistrifor
whatever algorithm is required) to use for generatingwnetates, e.g., as an alternate to the ASA
distribution.

Even mild modifcations to the ASA distribution can be useful, e.g., slowing down the annealing
schedule by taking a fractional root of the current temperature.

The passed array lastved parameter [] contains all the lastvesh parameters, which are
sometimes required for algorithms requiring decisions based on all current parambignsermits the
use of the ASA code for heuristic algorithms that may violate its sampling praofielertheless are
useful to process some comphlystems within a SA franveork.
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10.14. doublerecur_user_generating_distrib(
LONG_INT *seed,
ALLOC_INT *number_parameters,
ALLOC_INT index_v,
double temperature_v,
double init_param_temp_v,
double temp_scale_params_v,
double parameter v,
double parameter_range v,
double *last_sared_parameter,
const void *OPTIONS_TMP)

If USER_GENERATING_FUNCTION [ALSE] and SELF_OPTIMIZE [FALSE] both are set to
TRUE, then this function (referred by RECUR_USER_OPTIONS->Generating_Distrib in the user
module) must define the probability distribution (or whatelgorithm is required) to use for generating
new states, e.g., as an alternate to the ASA distribution.

The passed array lastved parameter [] contains all the lastvesh parameters, which are
sometimes required for algorithms requiring decisions based on all current parambigngermits the
use of the ASA code for heuristic algorithms that may violate its sampling praofielertheless are
useful to process some comphlystems within a SA franreork.

10.15. intuser_reanneal_cost(
double *cost_best,
double *cost_last,
double *initial_cost_temperature,
const void *OPTIONS_TMP)

If USER_REANNEAL_COST [FALSE] is set to THE, then this function must define lmdhe
new cost temperature is calculated during reannealing.

10.16. intrecur_user_reanneal_cost(
double *cost_best,
double *cost_last,
double *initial_cost_temperature,
const void *OPTIONS_TMP)

If USER_REANNEAL_COST [FALSE] and SELF_OPTIMIZE AESE] both are set to TBE,
then this function must define Wdhe nev cost temperature is calculated during reannealing.

10.17. doubleuser_reanneal_params(
double current_temp,
double tangent,
double max_tangent,
const void *OPTIONS_TMP)

If USER_REANNEAL_PARAMETERS [FALSE] is set to THE, then this function must deé
how the nev temperature is calculated during reannealing.

10.18. doublerecur_user_reanneal_params(
double current_temp,
double tangent,
double max_tangent,
const void *OPTIONS_TMP)

If USER_REANNEAL_PARAMETERS [FALSE] and SELF_OPTIMIZE [FALSE] both are set to
TRUE, then this function must define Wwothe nev parameter temperatures are calculated during
reannealing.
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10.19. al_cost = asa(
cost_function,
randflt,
rand_seed,
cost_parameters,
parameter_lower_bound,
parameter_upper_bound,
cost_tangents,
cost_cuwvature,
parameter_dimension,
parameter_int_real,
cost_flag,
exit_code,
USER_OPTIONS)

This is the form of the call to asa from asa.aisA double is returned to the calling program as
whatever it is named by the usge.g., final_cost. lwill be the minimum cost value found by asa.

10.20. doubleasa(

double (*user_cost_function) (
double *, double *, double *, double *, double *,
ALLOC_INT *,int *, int *, int *, USER_DEFINES *),

double (*user_random_generator) (LONG_INT *),

LONG_INT *rand_seed,

double *parameter_initial_final,

double *parameter_minimum,

double *parameter_maximum,

double *tangents,

double *curvature,

ALLOC_INT *number_parameters,

int *parameter_type,

int *valid_state_generated_flag,

int *exit_status,

USER_DEFINES * OPTIONS)

This is hav asa is defined in the ASA module, contained in asa.c and asa_usr_Aldbt the
user_cost_function, user_random_generaud parameter_initial_final parametersvbdeen described
above @ they also are passed by user_cost_function ().

10.20.1. doublg*user_cost_function) ()

The parameter (*user_cost_function*) () is a pointer to the cost function that you defined in your
user module.

10.20.2. doublg*user_random_generator) ()

A pointer to the random number generator functioningefin the user module, must be passed
next.

10.20.3. LONG_INT*rand_seed
A pointer to the random seed, defined in the user module, must be passed next.

10.20.4. doubleparameter_initial_final

An array of doubles is passed (passed as cost_parameters in the user nhaitialg), this array
holds the set of starting parameters which should satisfyc@mstraints or boundary conditionglpon
return from the asa procedure, the array will contain the best set of parameters found by asa to minimize
the user wst function. Experience shows thayajuesses within the acceptable ranges shouficeuf
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since initially the system is at a high annealing temperature and ASA samples the breadth of the ranges.
The default is to hae &a generate a set of initial parameters satisfying thesus@straints. Thigan be
overridden using User_Initial @ameters=THE, to hae the users initial guess be the first generated set

of parameters.

10.21. wid print_time(char *message, FILE * ptr_out)

As a cowenience, this subroutine and its auxiliary routine aux_print_time are provided in asa.c to
keep track of the time spent during optimizaticfemplates in the code are provided to use these routines
to print to output from both the asa and user modules. These routinesveammge compilation
problems on some platforms, and may be bypassed using one of the DEFINE_OPTI@IKEs as its
parameters a string which will be printed and the pointer to file to where the printout is dir&nted.
example is gien in user_cost_function to illustrate Wwoprint_time may be called periodicallyery set
number of calls by using PRINT_FREQUENCY and RECUR_PRINT_RBREQCY in asa_ust. See
the ASA-NOTES file for changes in these routines that may be required on some particular systems.

10.22. wid sample(FILE * ptr_out, FILE * ptr_asa)

When ASA_TEMPLAE_SAMPLE is set to TRUE, using data collected in the ASA_OUT f
this routine illustrates loto extract the data stored in the ASA_OUT file and print it to the user module.

10.23. wid adaptive_options(USER_DEFINES * USER_OPTIONS)

When ADAPTIVE_OPTIONS is set to TRUE, it is possible to changeraeleOPTIONS in the
USER_DEFINES struct in asa_usr_asa.h during run time, by including an asaeadatitns fle.
This can be very useful tofigfiently determine he to tune long runs.

The function call to adapte_options(USER_OPTIONS) should be placed at the top of your cost
function. Someexamples of the format of lines in the comma-delimited asa_a@aptitions file are
given just abee the adaptie_options function in asa_usr.c.

11. BugReports and Help With ASA

Please read this ASA-README.[] file and the ASA-NOTES file before seeking help or reporting
bugs.

| make every reasonable effort to maintain only curremtsions of the asa module, to permit the
code to compile without “err@rnot necessarily without compiler ‘amings. The user module is fafred
only as a guide to accessing the asa module. The ASA-NOIES®iill contain updates for some
standard machineg.welcome your bug reports and constretiritiques rgarding this code.

Without seeing anspecific output from your system, of course | dasaly arything speciic. While
| cannot promise that | can spend the time to join your quest teetlyeemd to insure you get the global
optimal point for your system, | can state that | will at least get back to you after seeing some print out.
Many times, it is useful to add ASA_PRINT_MORE=0URE to your compile DEFINE_OPTIONS to get
more info, and enclose relnt portions your ASA_OUT file with your querySee the section Use of
Documentation for Tuning akie.)

My policy, as dated in the ASA-NOES file, is to keep all my help as well as my commerciakw
with ASA on a confidential basisl do not divulge ag names of people or information aboutg@)
projects unless | am \gin gpecific permission to do so or unless the work is published. Thisypolic
promotes feedback on ASA which benefits all users as well as those individuals seeking help.

“Flames” will be rapidly quenched.
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