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The ongoing development of contemporary risk management methods and the
increased use of innovative financial products such as securitization and credit
derivatives have brought about substantial changes in the business environment
faced by credit institutions today. Especially in the field of lending, these
changes and innovations are now forcing banks to adapt their in-house software
systems and the relevant business processes to meet these new requirements.

The OeNB Guidelines on Credit Risk Management are intended to
assist practitioners in redesigning a bank�s systems and processes in the course
of implementing the Basel II framework.

Throughout 2004 and 2005, OeNB guidelines will appear on the subjects of
securitization, rating and validation, credit approval processes and management,
as well as credit risk mitigation techniques. The content of these guidelines is
based on current international developments in the banking field and is meant
to provide readers with best practices which banks would be well advised to
implement regardless of the emergence of new regulatory capital requirements.

The purpose of these publications is to develop mutual understanding
between regulatory authorities and banks with regard to the upcoming changes
in banking. In this context, the Oesterreichische Nationalbank (OeNB), Aus-
tria�s central bank, and the Austrian Financial Market Authority (FMA) see
themselves as partners to Austria�s credit industry.

It is our sincere hope that the OeNB Guidelines on Credit Risk Management
provide interesting reading as well as a basis for efficient discussions of the cur-
rent changes in Austrian banking.

Vienna, November 2004

Univ.Doz.Mag.Dr. Josef Christl
Member of the Governing Board

of the Oesterreichische Nationalbank

Dr. Kurt Pribil,
Dr. Heinrich Traumu‹ller
FMA Executive Board
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Guidelines on Credit Risk Management 3



I INTRODUCTION 7

II ESTIMATING AND VALIDATING PROBABILITY
OF DEFAULT (PD) 8

1 Defining Segments for Credit Assessment 8

2 Best-Practice Data Requirements for Credit Assessment 11
2.1 Governments and the Public Sector 12
2.2 Financial Service Providers 15
2.3 Corporate Customers — Enterprises/Business Owners 17
2.4 Corporate Customers — Specialized Lending 22
2.4.1 Project Finance 24
2.4.2 Object Finance 25
2.4.3 Commodities Finance 26
2.4.4 Income-Producing Real Estate Financing 26
2.5 Retail Customers 28
2.5.1 Mass-Market Banking 28
2.5.2 Private Banking 31

3 Commonly Used Credit Assessment Models 32
3.1 Heuristic Models 33
3.1.1 �Classic� Rating Questionnaires 33
3.1.2 Qualitative Systems 34
3.1.3 Expert Systems 36
3.1.4 Fuzzy Logic Systems 38
3.2 Statistical Models 40
3.2.1 Multivariate Discriminant Analysis 41
3.2.2 Regression Models 43
3.2.3 Artificial Neural Networks 45
3.3 Causal Models 48
3.3.1 Option Pricing Models 48
3.3.2 Cash Flow (Simulation) Models 49
3.4 Hybrid Forms 50
3.4.1 Horizontal Linking of Model Types 51
3.4.2 Vertical Linking of Model Types Using Overrides 52
3.4.3 Upstream Inclusion of Heuristic Knock-Out Criteria 53

4 Assessing the Models� Suitability for Various Rating
Segments 54

4.1 Fulfillment of Essential Requirements 54
4.1.1 PD as Target Value 54
4.1.2 Completeness 55
4.1.3 Objectivity 55
4.1.4 Acceptance 56
4.1.5 Consistency 57
4.2 Suitability of Individual Model Types 57
4.2.1 Heuristic Models 57
4.2.2 Statistical Models 58
4.2.3 Causal Models 60

Contents

4 Guidelines on Credit Risk Management



5 Developing a Rating Model 60
5.1 Generating the Data Set 62
5.1.1 Data Requirements and Sources 62
5.1.2 Data Collection and Cleansing 64
5.1.3 Definition of the Sample 72
5.2 Developing the Scoring Function 82
5.2.1 Univariate Analyses 75
5.2.2 Multivariate Analysis 80
5.2.3 Overall Scoring Function 82
5.3 Calibrating the Rating Model 84
5.3.1 Calibration for Logistic Regression 85
5.3.2 Calibration in Standard Cases 86
5.4 Transition Matrices 88
5.4.1 The One-Year Transition Matrix 88
5.4.2 Multi-Year Transition Matrices 91

6 Validating Rating Models 94
6.1 Qualitative Validation 96
6.2 Quantitative Validation 98
6.2.1 Discriminatory Power 98
6.2.2 Back-Testing the Calibration 115
6.2.3 Back-Testing Transition Matrices 132
6.2.4 Stability 134
6.3 Benchmarking 128
6.4 Stress Tests 130
6.4.1 Definition and Necessity of Stress Tests 130
6.4.2 Essential Factors in Stress Tests 131
6.4.3 Developing Stress Tests 133
6.4.4 Performing and Evaluating Stress Tests 137

III ESTIMATING AND VALIDATING LGD/EAD
AS RISK COMPONENTS 139

7 Estimating Loss Given Default (LGD) 139
7.1 Definition of Loss 140
7.2 Parameters for LGD Calculation 140
7.2.1 LGD-Specific Loss Components in Non-Retail Transactions 140
7.2.2 LGD-Specific Loss Components in Retail Transactions 143
7.3 Identifying Information Carriers for Loss Parameters 144
7.3.1 Information Carriers for Specific Loss Parameters 144
7.3.2 Customer Types 146
7.3.3 Types of Collateral 148
7.3.4 Types of Transaction 149
7.3.5 Linking of Collateral Types and Customer Types 150
7.4 Methods of Estimating LGD Parameters 151
7.4.1 Top-Down Approaches 151
7.4.2 Bottom-Up Approaches 153
7.5 Developing an LGD Estimation Model 157

Contents

Guidelines on Credit Risk Management 5



8 Estimating Exposure at Default (EAD) 162
8.1 Transaction Types 162
8.2 Customer Types 163
8.3 EAD Estimation Methods 165

IV REFERENCES 167

V FURTHER READING 170

Contents

6 Guidelines on Credit Risk Management



I INTRODUCTION
The OeNB Guideline on Rating Models and Validation was created within a ser-
ies of publications produced jointly by the Austrian Financial Markets Authority
and the Oesterreichische Nationalbank on the topic of credit risk identification
and analysis. This set of guidelines was created in response to two important
developments: First, banks are becoming increasingly interested in the contin-
ued development and improvement of their risk measurement methods and
procedures. Second, the Basel Committee on Banking Supervision as well as
the European Commission have devised regulatory standards under the heading
�Basel II� for banks� in-house estimation of the loss parameters probability of
default (PD), loss given default (LGD), and exposure at default (EAD). Once
implemented appropriately, these new regulatory standards should enable banks
to use IRB approaches to calculate their regulatory capital requirements, pre-
sumably from the end of 2006 onward. Therefore, these guidelines are intended
not only for credit institutions which plan to use an IRB approach but also for all
banks which aim to use their own PD, LGD, and/or EAD estimates in order to
improve assessments of their risk situation.

The objective of this document is to assist banks in developing their own
estimation procedures by providing an overview of current best-practice
approaches in the field. In particular, the guidelines provide answers to the fol-
lowing questions:
— Which segments (business areas/customers) should be defined?
— Which input parameters/data are required to estimate these parameters in a

given segment?
— Which models/methods are best suited to a given segment?
— Which procedures should be applied in order to validate and calibrate mod-

els?
In part II, we present the special requirements involved in PD estimation

procedures. First, we discuss the customer segments relevant to credit assess-
ment in chapter 1. On this basis, chapter 2 covers the resulting data require-
ments for credit assessment. Chapter 3 then briefly presents credit assessment
models which are commonly used in the market. In Chapter 4, we evaluate
these models in terms of their suitability for the segments identified in chap-
ter 1. Chapter 5 discusses how rating models are developed, and part II con-
cludes with chapter 6, which presents information relevant to validating estima-
tion procedures. Part III provides a supplement to Part II by presenting the spe-
cific requirements for estimating LGD (chapter 7) and EAD (chapter 8). Addi-
tional literature and references are provided at the end of the document.

Finally, we would like to point out that these guidelines are only intended to
be descriptive and informative in nature. They cannot (and are not meant to)
make any statements on the regulatory requirements imposed on credit institu-
tions dealing with rating models and their validation, nor are they meant to
prejudice the regulatory activities of the competent authorities. References to
the draft EU directive on regulatory capital requirements are based on the latest
version available when these guidelines were written (i.e. the draft released on
July 1, 2003) and are intended for information purposes only. Although this
document has been prepared with the utmost care, the publishers cannot
assume any responsibility or liability for its content.

Rating Models and Validation
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II ESTIMATING AND VALIDATING
PROBABILITY OF DEFAULT (PD)

1 Defining Segments for Credit Assessment
Credit assessments are meant to help a bank measure whether potential borrow-
ers will be able to meet their loan obligations in accordance with contractual
agreements. However, a credit institution cannot perform credit assessments
in the same way for all of its borrowers.

This point is supported by three main arguments, which will be explained in
greater detail below:
1. The factors relevant to creditworthiness vary for different borrower types.
2. The available data sources vary for different borrower types.
3. Credit risk levels vary for different borrower types.

Ad 1.
Wherever possible, credit assessment procedures must include all data and
information relevant to creditworthiness. However, the factors determining cre-
ditworthiness will vary according to the type of borrower concerned, which
means that it would not make sense to define a uniform data set for a bank�s
entire credit portfolio. For example, the credit quality of a government depends
largely on macroeconomic indicators, while a company will be assessed on the
basis of the quality of its management, among other things.

Ad 2.
Completely different data sources are available for various types of borrowers.
For example, the bank can use the annual financial statements of companies
which prepare balance sheets in order to assess their credit quality, whereas this
is not possible in the case of retail customers. In the latter case, it is necessary to
gather analogous data, for example by requesting information on assets and lia-
bilities from the customers themselves.

Ad 3.
Empirical evidence shows that average default rates vary widely for different
types of borrowers. For example, governments exhibit far lower default rates
than business enterprises. Therefore, banks should account for these varying lev-
els of risk in credit assessment by segmenting their credit portfolios accordingly.
This also makes it possible to adapt the intensity of credit assessment according
to the risk involved in each segment.

Segmenting the credit portfolio is thus a basic prerequisite for assessing the
creditworthiness of all a bank�s borrowers based on the specific risk involved.

On the basis of business considerations, we distinguish between the following
general segments in practice:
— Governments and the public sector
— Financial service providers
— Corporate customers

¥ Enterprises/business owners
¥ Specialized lending

— Retail customers

Rating Models and Validation

8 Guidelines on Credit Risk Management



This segmentation from the business perspective is generally congruent with
the regulatory categorization of assets in the IRB approach under Basel II and the
draft EU directive:1
— Sovereigns/central governments
— Banks/institutions
— Corporates

¥ Subsegment: Specialized lending
— Retail customers
— Equity

Due to its highly specific characteristics, the equity segment is not discussed
in detail in this document.

However, as the above-mentioned general segments themselves are gener-
ally not homogeneous, a more specific segmentation is necessary (see chart 1).

One conspicuous feature of our best-practice segmentation is its inclusion of
product elements in the retail customer segment. In addition to borrower-spe-
cific creditworthiness factors, transaction-specific factors are also attributed
importance in this segment. Further information on this special feature can
be found in Section 2.5, Retail Customers, where in particular its relationship
to Basel II and the draft EU directive is discussed.

1 EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 47, No. 1—9.

Rating Models and Validation
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Chart 1: Best-Practice Segmentation

Rating Models and Validation
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The best-practice segmentation presented here on the basis of individual
loans and credit facilities for retail customers reflects customary practice in
banks, that is, scoring procedures for calculating the PD of individual customers
usually already exist in the retail customer segment.

The draft EU directive contains provisions which ease the burden of risk
measurement in the retail customer segment. For instance, retail customers
do not have to be assessed individually using rating procedures; they can be
assigned to pools according to specific borrower and product characteristics.
The risk components PD, LGD, and EAD are estimated separately for these
pools and then assigned to the individual borrowers in the pools.

Although the approach provided for in Basel II is not discussed in greater
detail in this document, this is not intended to restrict a bank�s alternative
courses of action in any way. A pool approach can serve as an alternative or
a supplement to best practices in the retail segment.

2 Best-Practice Data Requirements for
Credit Assessment

The previous chapter pointed out the necessity of defining segments for credit
assessment and presented a segmentation approach which is commonly used in
practice. Two essential reasons for segmentation are the different factors rele-
vant to creditworthiness and the varying availability of data in individual seg-
ments.

The relevant data and information categories are presented below with
attention to their actual availability in the defined segments. In this context,
the data categories indicated for individual segments are to be understood as
part of a best-practice approach, as is the case throughout this document. They
are intended not as compulsory or minimum requirements, but as an orienta-
tion aid to indicate which data categories would ideally be included in rating
development. In our discussion of these information categories, we deliberately
confine ourselves to a highly aggregated level. We do not attempt to present
individual rating criteria. Such a presentation could never be complete due
to the huge variety of possibilities in individual data categories. Furthermore,
these guidelines are meant to provide credit institutions with as much latitude
as possible in developing their own rating models.

The data necessary for all segments can first be subdivided into three data
types:

Quantitative Data/Information
This type of data generally refers to objectively measurable numerical values.
The values themselves are categorized as quantitative data related to the
past/present or future. Past and present quantitative data refer to actual
recorded values; examples include annual financial statements, bank account
activity data, or credit card transactions.

Future quantitative data refer to values projected on the basis of actual
numerical values. Examples of these data include cash flow forecasts or budget
calculations.

Rating Models and Validation
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Qualitative Data/Information
This type is likewise subdivided into qualitative data related to the past/present
or to the future.

Past or present qualitative data are subjective estimates for certain data fields
expressed in ordinal (as opposed to metric) terms. These estimates are based on
knowledge gained in the past. Examples of these data include assessments of
business policies, of the business owner�s personality, or of the industry in which
a business operates.

Future qualitative data are projected values which cannot currently be ex-
pressed in concrete figures. Examples of these data include business strategies,
assessments of future business development or appraisals of a business idea.

Within the bank, possible sources of quantitative and qualitative data include:
— Operational systems
— IT centers
— Miscellaneous IT applications (including those used locally at individual

workstations)
— Files and archives

External Data/Information
In contrast to the two categories discussed above, this data type refers to infor-
mation which the bank cannot gather internally on the basis of customer rela-
tionships but which has to be acquired from external information providers.
Possible sources of external data include:
— Public agencies (e.g. statistics offices)
— Commercial data providers (e.g. external rating agencies, credit reporting

agencies)
— Other data sources (e.g. freely available capital market information,

exchange prices, or other published information)
The information categories which are generally relevant to rating develop-

ment are defined on the basis of these three data types. However, as the data are
not always completely available for all segments, and as they are not equally rel-
evant to creditworthiness, the relevant data categories are identified for each
segment and shown in the tables below.

These tables are presented in succession for the four general segments
mentioned above (governments and the public sector, financial service provid-
ers, corporate customers, and retail customers), after which the individual data
categories are explained for each subsegment.

2.1 Governments and the Public Sector
In general, banks do not have internal information on central governments, cen-
tral banks, and regional governments as borrowers. Therefore, it is necessary to
extract creditworthiness-related information from external data sources. In
contrast, the availability of data on local authorities and public sector entities
certainly allows banks to consider them individually using in-house data.

Central Governments
Central governments are subjected to credit assessment by external rating agen-
cies and are thus assigned external country ratings. As external rating agencies

Rating Models and Validation
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Chart 2: Data Requirements for Governments and the Public Sector
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perform comprehensive analyses in this process with due attention to the essen-
tial factors relevant to creditworthiness, we can regard country ratings as the
primary source of information for credit assessment. This external credit assess-
ment should be supplemented by observations and assessments of macroeco-
nomic indicators (e.g. GDP and unemployment figures as well as business
cycles) for each country. Experience on the capital markets over the last few
decades has shown that the repayment of loans to governments and the redemp-
tion of government bonds depend heavily on the legal and political stability of
the country in question. Therefore, it is also important to consider the form of
government as well as its general legal and political situation. Additional exter-
nal data which can be used include the development of government bond prices
and published capital market information.

Regional Governments
This category refers to the individual political units within a country (e.g. states,
provinces, etc.). Regional governments and their respective federal govern-
ments often have a close liability relationship, which means that if a regional
government is threatened with insolvency the federal government will step in
to repay the debt. In this way, the credit quality of the federal government also
plays a significant role in credit assessments for regional governments, meaning
that the country rating of the government to which a regional government
belongs is an essential criterion in its credit assessment. However, when the
creditworthiness of a regional government is assessed, its own external rating
(if available) also has to be taken into account. A supplementary analysis of mac-
roeconomic indicators for the regional government is also necessary in this con-
text. The financial and economic strength of a regional government can be
measured on the basis of its budget situation and infrastructure. As the general
legal and political circumstances in a regional government can sometimes differ
substantially from those of the country to which it belongs, lending institutions
should also perform a separate assessment in this area.

Local Authorities
The information categories relevant to the creditworthiness of local authorities
do not diverge substantially from those applying to regional governments. How-
ever, it is entirely possible that individual criteria within these categories will be
different for regional governments and local authorities due to the different
scales of their economies.

Public Sector Entities
As public sector entities are also part of the �Other public agencies� sector, their
credit assessment should also rely on a data set similar to the one used for
regional governments and local authorities. However, such assessments should
also take any possible group interdependences into account, as such relation-
ships may have a substantial impact on the repayment of loans in the �Public sec-
tor entities� segment. In some cases, data which is generally typical of business
enterprises will contain relevant information and should be used accordingly.

Rating Models and Validation
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2.2 Financial Service Providers
In this context, financial service providers include credit institutions (e.g. banks,
building and loan associations, investment fund management companies), insur-
ance companies and financial institutions (e.g. leasing companies, asset manage-
ment companies).

For the purpose of rating financial service providers, credit institutions will
generally have more in-house quantitative and qualitative data at their disposal
than in the case of borrowers in the �Governments and the public sector� seg-
ment. In order to gain a complete picture of a financial service provider�s cred-
itworthiness, however, lenders should also include external information in their
credit assessments.

In practice, separate in-house rating models are rarely developed specifically
for insurance companies and financial institutions. Instead, the rating models
developed for credit institutions or corporate customers can be modified and
employed accordingly.

Credit institutions
One essential source of quantitative information for the assessment of a credit
institution is its annual financial statements. However, financial statements only
provide information on the organization�s past business success. For the purpose
of credit assessment, however, the organization�s future ability and willingness
to pay are decisive factors which means that credit assessments should be sup-
plemented with cash flow forecasts. Only on the basis of these forecasts is it pos-
sible to establish whether the credit institution will be able to meet its future
payment obligations arising from loans. Cash flow forecasts should be accompa-
nied by a qualitative assessment of the credit institution�s future development
and planning. This will enable the lending institution to review how realistic
its cash flow forecasts are.

Another essential qualitative information category is the credit institution�s
risk structure and risk management. In recent years, credit institutions have
mainly experienced payment difficulties due to deficiencies in risk management.
This is one of the main reasons why the Basel II Committee decided to develop
new regulatory requirements for the treatment of credit risk. In this context, it
is also important to take group interdependences and any resulting liability obli-
gations into account.

In addition to the risk side, however, the income side also has to be exam-
ined in qualitative terms. In this context, analysts should assess whether the
credit institution�s specific policies in each business area will also enable the
institution to satisfy customer needs and to generate revenue streams in the
future.

Finally, lenders should also include external information (if available) in
their credit assessments in order to obtain a complete picture of a credit insti-
tution�s creditworthiness. This information may include external ratings of the
credit institution, the development of its stock price, or other published infor-
mation (e.g. ad hoc reports). The rating of the country in which the credit insti-
tution is domiciled deserves special consideration in the case of credit institu-
tions for which the government has assumed liability.

Rating Models and Validation
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Chart 3: Data Requirements for Financial Service Providers
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Insurance Companies
Due to their different business orientation, insurance companies have to be
assessed using different creditworthiness criteria from those used for credit
institutions. However, the existing similarities between these institutions mean
that many of the same information categories also apply to insurers.

Financial institutions
Financial institutions, or �other financial service providers,� are similar to credit
institutions. However, the specific credit assessment criteria taken into consid-
eration may be different for financial institutions. For example, asset manage-
ment companies which only act as advisors and intermediaries but to do not
grant loans themselves will have an entirely different risk structure to that of
credit institutions. Such differences should be taken into consideration in the
different credit assessment procedures for the subsegments within the �financial
service providers� segment.

However, it is not absolutely necessary to develop an entirely new rating
procedure for financial institutions. Instead, it may be sufficient to use an
adapted version of the rating model applied to credit institutions. It may also
be possible to assess certain financial institutions with a modified corporate cus-
tomer rating model, which would change the data requirements accordingly.

2.3 Corporate Customers — Enterprises/Business Owners
The general segment �Corporate Customers — Enterprises/Business Owners�
can be subdivided into the following subsegments:
— Capital market-oriented2/international companies
— Other companies which prepare balance sheets
— Businesses and independent professionals (not preparing balance sheets)
— Small businesses
— Start-ups
— NPOs (non-profit organizations)

The first four subsegments consist of enterprises which have already been on
the market for some time. These enterprises differ in size and thus also in terms
of the available data categories.

In the case of start-ups, the information available will be very depending on
the enterprise�s current stage of development and should be taken into account
accordingly.

The main differentiating criterion in the case of NPOs is the fact that they
are not operated for the purpose of making a profit.

Moreover, it is common practice in the corporate segment to develop sep-
arate rating models for various countries and regions (e.g. for enterprises in
CEE countries). Among other things, these models take the accounting stand-
ards applicable in individual countries into consideration.

2 Capital market-oriented means that the company funds itself (at least in part) by means of capital market instruments (stocks,
bonds, securitization).

Rating Models and Validation
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Chart 4: Data Requirements for Corporate Customers — Enterprises/Business Owners
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Capital Market-Oriented/International Companies
The main source of credit assessment data on capital market-oriented/interna-
tional companies is their annual financial statements. However, financial state-
ment analyses are based solely on the past and therefore cannot fully depict a
company�s ability to meet future payment obligations. To supplement these
analyses, cash flow forecasts can also be included in the assessment process. This
requires a qualitative assessment of the company�s future development and plan-
ning in order to assess how realistic these cash flow forecasts are.

Additional qualitative information to be assessed includes the management,
the company�s orientation toward specific customers and products in individual
business areas, and the industry in which the company operates. The core objec-
tive of analyzing these information categories should always be an appraisal of an
enterprise�s ability to meet its future payment obligations. As capital market-
oriented/international companies are often broad, complex groups of compa-
nies, legal issues — especially those related to liability — should be examined
carefully in the area of qualitative information.

One essential difference between capital market-oriented/international
companies and other types of enterprises is the availability of external informa-
tion. The capital market information available may include the stock price and
its development (for exchange-listed companies), other published information
(e.g. ad hoc reports), and external ratings.

Other enterprises which prepare balance sheets
(not capital market-oriented/international)
Credit assessment for other companies which prepare balance sheets is largely
similar to the assessment of capital market-oriented/international companies.
However, there are some differences in the available information and the focuses
of assessment.

In this context, analyses also focus on the company�s annual financial state-
ments. In contrast to the assessment of capital market-oriented/international
companies, however, these analyses are not generally supplemented with cash-
flow forecasts, but usually with an analysis of the borrower�s debt service capacity.
This analysis gives a simplified presentation of whether the borrower canmeet the
future payment obligations arising from a loan on the basis of income and expenses
expected in the future. In this context, therefore, it is also necessary to assess the
company�s future development and planning in qualitative terms.

In addition, bank account activity data can also provide a source of quanti-
tative information. This might include the analysis of long-term overdrafts as
well as debit or credit balances. This type of analysis is not feasible for capital
market-oriented/international companies due to their large number of bank
accounts, which are generally distributed among multiple (national and inter-
national) credit institutions.

On the qualitative level, the management and the respective industry of
these companies also have to be assessed. As the organizational structure of
these companies is substantially less complex than that of capital market-ori-
ented/international companies, the orientation of business areas is less impor-
tant in this context. Rather, the success of a company which prepares balance
sheets hinges on its strength and presence on the relevant market. This means

Rating Models and Validation
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that it is necessary to analyze whether the company�s orientation in terms of
customers and products also indicates future success on its specific market.

In individual cases, external ratings can also be used as an additional source
of information. If such ratings are not available, credit reporting information on
companies which prepare balance sheets is generally also available from inde-
pendent credit reporting agencies.

Businesses and Independent Professionals
(not preparing balance sheets)
The main difference between this subsegment and the enterprise types dis-
cussed in the previous sections is the fact that the annual financial statements
mentioned above are not available. Therefore, lenders should use other sources
of quantitative data — such as income and expense accounts — in order to ensure
as objective a credit assessment as possible. These accounts are not standardized
to the extent that annual financial statements are, but they can yield reliable
indicators of creditworthiness.

Due to the personal liability of business owners, it is often difficult to
separate their professional and private activities clearly in this segment. There-
fore, it is also advisable to request information on assets and liabilities as well as
tax returns and income tax assessments provided by the business owners them-
selves.

Information derived from bank account activity data can also serve as a com-
plement to the quantitative analysis of data from the past.

In this segment, data related to the past also have to be accompanied by a
forward-looking analysis of the borrower�s debt service capacity.

On the qualitative level, it is necessary to assess the same data categories as
in the case of companies which prepare balance sheets (market, industry, etc.).
However, the success of a business owner or independent professional depends
far more on his/her personal characteristics than on the management of a com-
plex organization. Therefore, assessment focuses on the personal characteristics
of the business owners — not the management of the organization — in the case of
these businesses and independent professionals. As regards external data, it is
advisable to obtain credit reporting information (e.g. from the consumer loans
register) on the business owner or independent professional.

Small Businesses
In some cases, it is sensible to use a separate rating procedure for small busi-
nesses. Compared to other businesses which do not prepare balance sheets,
these businesses are mainly characterized by the smaller scale of their business
activities and therefore by lower capital needs. In practice, analysts often apply
simplified credit assessment procedures to small businesses, thereby reducing
the data requirements and thus also the process costs involved.

The resulting simplifications compared to the previous segment (business
owners and independent professionals who do not prepare balance sheets)
are as follows:
— Income and expense accounts are not evaluated.
— The analysis of the borrower�s debt service capacity is replaced with a sim-

plified budget calculation.

Rating Models and Validation
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— Market prospects are not assessed due to the smaller scale of business activ-
ities.
Aside from these simplifications, the procedure applied is analogous to the

one used for business owners and independent professionals who do not prepare
balance sheets.

Start-Ups
In practice, separate rating models are not often developed for start-ups. Instead,
they adapt the existing models used for corporate customers. These adaptations
might involve the inclusion of a qualitative �start-up criterion� which adds a
(usually heuristically defined) negative input to the rating model. It is also pos-
sible to include other soft facts or to limit the maximum rating class attained in
this segment.

If a separate rating model is developed for the start-up segment, it is nec-
essary to distinguish between the pre-launch and post-launch stages, as different
information will be available during these two phases.

Pre-Launch Stage
As quantitative data on start-ups (e.g. balance sheet and profit and loss accounts)
are not yet available in the pre-launch stage, it is necessary to rely on other —
mainly qualitative — data categories.

The decisive factors in the future success of a start-up are the business idea
and its realization in a business plan. Accordingly, assessment in this context
focuses on the business idea�s prospects of success and the feasibility of the busi-
ness plan. This also involves a qualitative assessment of market opportunities as
well as a review of the prospects of the industry in which the start-up founder
plans to operate. Practical experience has shown that a start-up�s prospects of
success are heavily dependent on the personal characteristics of the business
owner. In order to obtain a complete picture of the business owner�s personal
characteristics, credit reporting information (e.g. from the consumer loans reg-
ister) should also be retrieved.

On the quantitative level, the financing structure of the start-up project
should be evaluated. This includes an analysis of the equity contributed, poten-
tial grant funding and the resulting residual financing needs. In addition, an anal-
ysis of the organization�s debt service capacity should be performed in order to
assess whether the start-up will be able to meet future payment obligations on
the basis of expected income and expenses.

Post-Launch Stage
As more data on the newly established enterprise are available in the post-launch
stage, credit assessments should also include this information.

In addition to the data requirements described for the pre-launch stage, it is
necessary to analyze the following data categories:
— Annual financial statements or income and expense accounts (as available)
— Bank account activity data
— Liquidity and revenue development
— Future planning and company development
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This will make it possible to evaluate the start-up�s business success to date
on the basis of quantitative data and to compare this information with the busi-
ness plan and future planning information, thus providing a more complete pic-
ture of the start-up�s creditworthiness.

NPOs (Non-Profit Organizations)
Although NPOs do not operate for the purpose of making a profit, it is still nec-
essary to review the economic sustainability of these organizations by analyzing
their annual financial statements. In comparison to those of conventional profit-
oriented companies, the individual balance sheet indicators of NPOs have to be
interpreted differently. However, these indicators still enable reliable statements
as to the organization�s economic efficiency. In order to allow forward-looking
assessments of whether the organization will be able to meet its payment obli-
gations, it is also necessary to analyze the organization�s debt service capacity.
This debt service capacity analysis is to be reviewed in a critical light by assessing
the organization�s planning and future development. It is also important to ana-
lyze bank account activity data in order to detect payment disruptions at an
early stage. The viability of an NPO also depends on qualitative factors such
as its management and the prospects of the industry.

As external information, the general legal and political circumstances in
which the NPO operates should be taken into account, as NPOs are often
dependent on current legislation and government grants (e.g. in organizations
funded by donations).

2.4 Corporate Customers — Specialized Lending
Specialized lending operations can be characterized as follows:3
— The exposure is typically to an entity (often a special purpose entity (SPE)) which

was created specifically to finance and/or operate physical assets;
— The borrowing entity has little or no other material assets or activities, and there-

fore little or no independent capacity to repay the obligation, apart from the
income that it receives from the asset(s) being financed;

— The terms of the obligation give the lender a substantial degree of control over the
asset(s) and the income that it generates; and

— As a result of the preceding factors, the primary source of repayment of the obli-
gation is the income generated by the asset(s), rather than the independent
capacity of a broader commercial enterprise.
On the basis of the characteristics mentioned above, specialized lending

operations have to be assessed differently from conventional companies and
are therefore subject to different data requirements. In contrast to that of
conventional companies, credit assessment in this context focuses not on the
borrower but on the assets financed and the cash flows expected from those
assets.

3 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 47, No. 8.
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Chart 5: Data Requirements for Corporate Customers — Specialized Lending
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In general, four different types of specialized lending can be distinguished on
the basis of the assets financed:4
— Project finance
— Object finance
— Commodities finance
— Financing of income-producing real estate

For project finance, object finance and the financing of income-producing
real estate, different data will be available for credit assessment purposes
depending on the stage to which the project has progressed. For these three
types of specialized lending operations, it is necessary to differentiate between
credit assessment before and during the project. In commodities finance, this
differentiation of stages is not necessary as these transactions generally involve
only short-term loans.

2.4.1 Project Finance
This type of financing is generally used for large, complex and expensive proj-
ects such as power plants, chemical factories, mining projects, transport infra-
structure projects, environmental protection measures and telecommunications
projects. The loan is repaid exclusively (or almost exclusively) using the pro-
ceeds of contracts signed for the facility�s products. Therefore, repayment
essentially depends on the project�s cash flows and the collateral value of project
assets.5

Before the Project
On the basis of the dependences described above, it is necessary to assess the
expected cash flow generated by the project in order to estimate the probability
of repayment for the loan. This requires a detailed analysis of the business plan
underlying the project. In particular, it is necessary to assess the extent to which
the figures presented in the plan can be considered realistic. This analysis can be
supplemented by a credit institution�s own cash flow forecasts. This is common
practice in real estate finance transactions, for example, in which the bank can
estimate expected cash flows quite accurately in-house.

In this segment, the lender must compare the expected cash flow to the
project�s financing requirements, with due attention to equity contributions
and grant funding. This will show whether the borrower is likely to be in a posi-
tion to meet future payment obligations. The risk involved in project finance
also depends heavily on the specific type of project involved. If the planned proj-
ect does not meet the needs of the respective market (e.g. the construction of a
chemical factory during a crisis in the industry), this may cause repayment prob-
lems later.

Should payment difficulties arise, the collateral value of project assets and
the estimated resulting sale proceeds will be decisive for the credit institution.

Besides project-specific information, data on the borrowers also have to be
analyzed. This includes the ownership structure as well as the respective credit
standing of each stakeholder in the project. Depending on the specific liability

4 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 47, No. 8.
5 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-1, No. 8.
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relationships in the project, these credit ratings will affect the assessment of the
project finance transaction in various ways.

One external factor which deserves attention is the country in which the
project is to be carried out. Unstable legal and political circumstances can cause
project delays and can thus result in payment difficulties. Country ratings can be
used as indicators for assessing specific countries.

During the Project
In addition to the information available at the beginning of the project, addi-
tional data categories can be assessed during the project due to improved data
availability. At this stage, it is also possible to compare target figures with actual
data. Such comparisons can first be performed for the general progress of the
project by checking the current project status against the status scheduled in the
business plan. The results will reveal any potential dangers to the progress of the
project.

Second, assessment may also involve comparing cash flow forecasts with the
cash flows realized to date. If large deviations arise, this has to be taken into
account in credit assessment.

Another qualitative factor to be assessed is the fulfillment of specific cove-
nants or requirements, such as construction requirements, environmental pro-
tection requirements and the like. Failure to fulfill these requirements can delay
or even endanger the project.

2.4.2 Object Finance
Object finance (OF) refers to a method of funding the acquisition of physical assets
(e.g. ships, aircraft, satellites, railcars, and fleets) where the repayment of the expo-
sure is dependent on the cash flows generated by the specific assets that have been
financed and pledged or assigned to the lender.6 Rental or leasing agreements with
one or more contract partners can be a primary source of these cash flows.

Before the Project
In this context, the procedure to be applied is analogous to the one used for
project finance, that is, analysis should focus on expected cash flow and a simul-
taneous assessment of the business plan. Expected cash flow is to be compared
to financing requirements with due attention to equity contributions and grant
funding.

The type of assets financed can serve as an indicator of the general risk
involved in the object finance transaction. Should payment difficulties arise,
the collateral value of the assets financed and the estimated resulting sale pro-
ceeds will be decisive factors for the credit institution.

In addition to object-specific data, it is also important to review the cred-
itworthiness of the parties involved (e.g. by means of external ratings). One
external factor to be taken into account is the country in which the object is
to be constructed. Unstable legal and political circumstances can cause project
delays and can thus result in payment difficulties. The relevant country rating
can serve as an additional indicator in the assessment of a specific country.

6 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-1, No. 12.
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Although the data categories for project and object finance transactions are
identical, the evaluation criteria can still differ in specific data categories.

During the Project
In addition to the information available at the beginning of the project, it is pos-
sible to assess additional data categories during the project due to improved data
availability. The procedure to be applied here is analogous to the one used for
project finance transactions (during the project), which means that the essential
new credit assessment areas are as follows:
— Target/actual comparison of cash flows
— Target/actual comparison of construction progress
— Fulfillment of requirements

2.4.3 Commodities Finance
Commodities finance refers to structured short-term lending to finance reserves,
inventories or receivables of exchange-traded commodities (e.g. crude oil, metals,
or grains), where the exposure will be repaid from the proceeds of the sale of the com-
modity and the borrower has no independent capacity to repay the exposure.7

Due to the short-term nature of the loans (as mentioned above), it is not
necessary to distinguish various project stages in commodities finance.

One essential characteristic of a commodities finance transaction is the fact
that the proceeds from the sale of the commodity are used to repay the loan.
Therefore, the primary information to be taken into account is related to the
commodity itself. If possible, credit assessments should also include the current
exchange price of the commodity as well as historical and expected price devel-
opments. The expected price development can be used to derive the expected
sale proceeds as the collateral value. By contrast, the creditworthiness of the
parties involved plays a less important role in commodities finance.

External factors which should not be neglected in the rating process include
the legal and political circumstances at the place of fulfillment for the commod-
ities finance transaction. A lack of clarity in the legal situation at the place of
fulfillment could cause problems with the sale — and thus payment difficulties.
The country rating can also serve as an indicator in the assessment of specific
countries.

2.4.4 Income-Producing Real Estate Financing
The term �Income-producing real estate (IPRE)� refers to a method of providing fund-
ing to real estate (such as, office buildings to let, retail space, multifamily residential
buildings, industrial or warehouse space, and hotels) where the prospects for repay-
ment and recovery on the exposure depend primarily on the cash flows generated by
the asset.8 The main source of these cash flows is rental and leasing income or
the sale of the asset.

7 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-1, No. 13.
8 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-1, No. 14.
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Before the Project
As the repayment of the loan mainly depends on the income generated by the
real estate, the main data category used in credit assessment is the cash flow
forecast for proceeds from rentals and/or sales. In order to assess whether this
cash flow forecast is realistic, it is important to assess the rent levels of compa-
rable properties at the respective location as well as the fair market value of the
real estate. For this purpose, historical time series should be observed in par-
ticular in order to derive estimates of future developments in rent levels and
real estate prices. These expected developments can be used to derive the
expected sale proceeds as the collateral value in the case of default. The lender
should compare a plausible cash flow forecast with the financing structure of the
transaction in order to assess whether the borrower will be able to meet future
payment obligations.

Furthermore, it is necessary to consider the type of property financed and
whether it is generally possible to rent out or sell such properties on the current
market.

Even if the borrower�s creditworthiness is not considered crucial in a com-
mercial real estate financing transaction, it is also necessary to examine the own-
ership structure and the credit standing of each stakeholder involved. The future
income produced by the real estate depends heavily on the creditworthiness of
the future tenant or lessee, and therefore credit assessments for the real estate
financing transaction should also include this information whenever possible.

Another external factor which plays an important role in credit assessment
is the country in which the real estate project is to be constructed. It is only
possible to ensure timely completion of the project under stable general legal
and political conditions. The external country rating can serve as a measure
of a country�s stability.

During the Project
Aside from the information available at the beginning of the project, a number
of additional data categories can be assessed during the project. These include
the following:
— Target/actual comparison of construction progress
— Target/actual comparison of cash flows
— Fulfillment of covenants/requirements
— Occupancy rate

With the help of target/actual comparisons, the project�s construction
progress can be checked against its planned status. In this context, substantial
deviations can serve as early signs of danger in the real estate project.

Second, the assessment can also involve comparing the planned cash flows
from previous forecasts with the cash flows realized to date. If considerable
deviations arise, it is important to take them into account in credit assessment.

Another qualitative factor to be assessed is the fulfillment of specific require-
ments, such as construction requirements, environmental protection require-
ments and the like. In cases where these requirements are not fulfilled, the proj-
ect may be delayed or even endangered.
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As the loan is repaid using the proceeds of the property financed, the occu-
pancy rate will be of particular interest to the lender in cases where the prop-
erty in question is rented out.

2.5 Retail Customers
In the retail segment, we make a general distinction between mass-market bank-
ing and private banking. In contrast to the Basel II segmentation approach, our
discussion of the retail segment only includes loans to private individuals, not to
SMEs.

Mass-market banking refers to general (high-volume) business transacted
with retail customers. For the purpose of credit assessment, we can differentiate
the following standardized products in this context:
— Current accounts
— Consumer loans
— Credit cards
— Residential construction loans

Private banking involves transactions with high-net-worth retail customers
and goes beyond the standardized products used in mass-market banking. Pri-
vate banking thus differs from mass-market banking due to the special financing
needs of individual customers.

Unlike in the general segments described above, we have also included a
product component in the retail customer segment. This approach complies with
the future requirements arising from the Basel II regulatory framework. For
example, this approach makes it possible to define retail loan defaults on the
level of specific exposures instead of specific borrowers.9 Rating systems for
retail credit facilities have to be based on risks specific to borrowers as well
as those specific to transactions, and these systems should also include all rele-
vant characteristics of borrowers and transactions.10

In our presentation of the information categories to be assessed, we distin-
guish between assessment upon credit application and ongoing risk assessment
during the credit term.

Credit card business is quite similar to current account business in terms of its
risk level and the factors to be assessed. For this reason, it is not entirely nec-
essary to define a separate segment for credit card business.

2.5.1 Mass-Market Banking

Current Accounts

Upon Credit Application
As standardized documents (such as annual financial statements in the corporate
customer segment) are not available for the evaluation of a retail customer�s
financial situation, it is necessary to assess these customers on the basis of infor-
mation they provide regarding their assets and liabilities. In order to evaluate
whether the borrower is likely to be able to meet future payment obligations,
lenders should also calculate a budget for the borrower.

9 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 1, No. 46.
10 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 7.
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Chart 6: Data Requirements for Retail Customers
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An essential qualitative element in retail credit assessment at the time of
credit application is socio-demographic data (age, profession, etc.). If the cus-
tomer relationship has existed for some time, it is advisable to assess the type
and history of the relationship.

Finally, the credit institution should also evaluate external data in the form
of credit reporting information (e.g. from the consumer loans register).

During the Credit Term
During the term of the credit transaction, the lender should evaluate activity
patterns in the customer�s current account on the quantitative level. This will
require historical records of the corresponding account data. Examples of the
information to be derived from these data include overdraft days as well as debit
and credit balances, which make it possible to detect payment disruptions at an
early stage.

In addition, the general development of the customer relationship as well as
reminder and payment behavior should be observed on the qualitative level.
Credit assessments should also take account of any special agreements (e.g.
troubled loan restructuring, deferral) made with the borrower. If possible,
the lender should retrieve current credit reporting information from external
agencies on a regular basis.

Consumer Loans

Upon Credit Application
The procedure applied to consumer loans is analogous to the one used for cur-
rent accounts. In addition, the purpose of the loan (e.g. financing of household
appliances, automobiles, etc.) can also be included in credit assessments.

During the Credit Term
In this context, the procedure applied is analogous to the one used for current
accounts. The additional information to be taken into account includes the
credit stage and the residual term of the transaction. Practical experience has
shown that consumer loans are especially prone to default in the initial stage
of a transaction, which means that the default risk associated with a consumer
loan tends to decrease over time.

Credit Cards
Credit card business is quite similar to current accounts in terms of its risk level
and the factors to be assessed. For this reason, it is not entirely necessary to
define a separate segment for credit card business.

Upon Credit Application
In general, banks do not offer credit cards themselves but serve as distribution
outlets for credit card companies. However, as the credit institution usually also
bears liability if the borrower defaults, credit assessment should generally follow
the same approach used for current accounts.
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During the Credit Term
Instead of observing the customer�s bank account activity patterns, the credit
institution should assess the customer�s credit card transactions and purchasing
behavior in this context. As in the case of current accounts, this will make it
possible to detect payment disruptions at an early stage.

The qualitative data categories assessed in this segment are no different from
those evaluated for current accounts.

Residential Construction Loans

Upon Credit Application
In addition to the borrower�s current financial situation (as indicated by the cus-
tomer him/herself) and the customer�s probable future ability to meet payment
obligations (based on budget calculations), the (residential) property financed
also plays a decisive role in credit assessment for this segment, as this property
will serve as collateral in the case of default. For this reason, the fair market
value and probable sale proceeds should be calculated for the property. In order
to facilitate assessments of how the fair market value of the property will
develop in the future, it is necessary to consider its historical price develop-
ment. If the property financed includes more than one residential unit and part
of it is to be rented out, it is also advisable to assess the current and expected
rent levels of comparable properties.

The relevant qualitative and external sources of information in this context
are analogous to the other subsegments in mass-market banking: socio-demo-
graphic data, the type and history of the customer relationship to date, and
credit reporting information.

During the Credit Term
During the term of the loan, bank account activity data can also provide essen-
tial information. In addition, the property-specific data assessed at the time of
the credit application should also be kept up to date. As in the case of consumer
loans, the credit stage and residual term of residential construction loans are
also significant with regard to the probability of default. Likewise, the general
development of the customer relationship, reminder and payment behavior, as
well as special agreements also deserve special consideration. The lender should
retrieve updated credit reporting information immediately upon the first signs
of deterioration in the customer�s creditworthiness.

2.5.2 Private Banking
Credit assessment in private banking mainly differs from assessment in mass-
market banking in that it requires a greater amount of quantitative information
in order to ensure as objective a credit decision as possible. This is necessary due
to the increased level of credit risk in private banking. Therefore, in addition to
bank account activity data, information provided by the borrower on assets and
liabilities, as well as budget calculations, it is also necessary to collect data from
tax declarations and income tax returns. The lender should also take the bor-
rower�s credit reports into account and valuate collateral wherever necessary.
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3 Commonly Used Credit Assessment Models
In chapter 2, we described a best-practice approach to segmentation and
defined the data requirements for credit assessment in each segment. Besides
the creation of a complete, high-quality data set, the method selected for proc-
essing data and generating credit assessments has an especially significant effect
on the quality of a rating system.

This chapter begins with a presentation of the credit assessment models
commonly used in the market, with attention to the general way in which they
function and to their application in practice. This presentation is not meant to
imply that all of the models presented can be considered best-practice
approaches. The next chapter discusses the suitability of the various models pre-
sented. The models discussed further below are shown in chart 7.

In addition to these �pure� models, we frequently encounter combinations
of heuristic methods and the other two model types in practice. The models as
well as the corresponding hybrid forms are described in the sections below.

The models described here are primarily used to rate borrowers. In princi-
ple, however, the architectures described can also be used to generate transac-
tion ratings.

Chart 7: Systematic Overview of Credit Assessment Models

In this document, we use the term �rating models� consistently in the con-
text of credit assessment. �Scoring� is understood as a component of a rating
model, for example in Section 5.2., �Developing the Scoring Function.�

On the other hand, �scoring� — as a common term for credit assessment
models (e.g. application scoring, behavior scoring in retail business) — is not
differentiated from �rating� in this document because the terms �rating� and
�scoring� are not clearly delineated in general usage.
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3.1 Heuristic Models
Heuristic models attempt to gain insights methodically on the basis of previous
experience. This experience is rooted in:
— subjective practical experience and observations
— conjectured business interrelationships
— business theories related to specific aspects.

In credit assessment, therefore, these models constitute an attempt to use
experience in the lending business to make statements as to the future credit-
worthiness of a borrower. The quality of heuristic models thus depends on how
accurately they depict the subjective experience of credit experts. Therefore,
not only the factors relevant to creditworthiness are determined heuristically,
but their influence and weight in overall assessments are also based on subjective
experience.

In the development of these rating models, the factors used do not undergo
statistical validation and optimization.

In practice, heuristic models are often grouped under the heading of expert
systems. In this document, however, the term is only used for a specific class of
heuristic systems (see section 3.1.3).

3.1.1 �Classic� Rating Questionnaires
�Classic� rating questionnaires are designed on the basis of credit experts� expe-
rience. For this purpose, the lender defines clearly answerable questions regard-
ing factors relevant to creditworthiness and assigns fixed numbers of points to
specific factor values (i.e. answers). This is an essential difference between clas-
sic rating questionnaires and qualitative systems, which allow the user some
degree of discretion in assessment. Neither the factors nor the points assigned
are optimized using statistical procedures; rather, they reflect the subjective
appraisals of the experts involved in developing these systems.

For the purpose of credit assessment, the individual questions regarding fac-
tors are to be answered by the relevant customer service representative or clerk
at the bank. The resulting points for each answer are added up to yield the total
number of points, which in turn sheds light on the customer�s creditworthiness.

Chart 8 shows a sample excerpt from a classic rating questionnaire used in
the retail segment.

In this example, the credit experts who developed the system defined the
borrower�s sex, age, region of origin, income, marital status, and profession
as factors relevant to creditworthiness. Each specific factor value is assigned a
fixed number of points. The number of points assigned depends on the pre-
sumed impact on creditworthiness. In this example, practical experience has
shown that male borrowers demonstrate a higher risk of default than female
borrowers. Male borrowers are therefore assigned a lower number of points.
Analogous considerations can be applied to the other factors.

The higher the total number of points is, the better the credit rating will be.
In practice, classic rating questionnaires are common both in the retail and

corporate segments. However, lending institutions are increasingly replacing
these questionnaires with statistical rating procedures.
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Chart 8: Excerpt from a Classic Rating Questionnaire

3.1.2 Qualitative Systems
In qualitative systems,11 the information categories relevant to creditworthiness
are also defined on the basis of credit experts� experience. However, in contrast
to classic rating questionnaires, qualitative systems do not assign a fixed number
of points to each specific factor value. Instead, the individual information cat-
egories have to be evaluated in qualitative terms by the customer service rep-
resentative or clerk using a predefined scale. This is possible with the help of a
grading system or ordinal values (e.g. �good,� �medium,� �poor�). The individ-
ual grades or assessments are combined to yield an overall assessment. These
individual assessment components are also weighted on the basis of subjective
experience. Frequently, these systems also use equal weighting.

In order to ensure that all of the users have the same understanding of assess-
ments in individual areas, a qualitative system must be accompanied by a user�s
manual. Such manuals contain verbal descriptions for each information category
relevant to creditworthiness and for each category in the rating scale in order to
explain the requirements a borrower has to fulfill in order to receive a certain
rating.

In practice, credit institutions have used these procedures frequently, espe-
cially in the corporate customer segment. In recent years, however, qualitative
systems have been replaced more and more by statistical procedures due to
improved data availability and the continued development of statistical methods.

One example of a qualitative system is the BVR-I rating system used by the
Federal Association of German Cooperative Banks (shown below). This system,
however, is currently being replaced by the statistical BVR-II rating procedure.

The BVR-I rating uses 5 information categories relevant to creditworthi-
ness, and these categories are subdivided into a total of 17 subcriteria (see
chart 9).

11 In contrast to the usage in this guide, qualitative systems are also frequently referred to as expert systems in practice.
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Chart 9: Information Categories for BVR-I Ratings12

All 17 sub-areas use the grading system used in German schools (1 to 6,
with 1 being the best possible grade), and the arithmetic mean of the grades
assigned is calculated to yield the average grade.

When carrying out these assessments, users are required to adhere to spe-
cific rating guidelines which explain the individual creditworthiness factors and
define the information sources and perspectives to be considered. Each specific
grade which can be assigned is also described verbally.

In the �Management� information category, for example, the grades are
described as follows:13

The key difference between qualitative models and classic rating question-
naires lies in the user�s discretion in assessment and interpretation when assign-
ing ratings to the individual factors.

12 See KIRMSSE, S./JANSEN, S., BVR-II-Rating.
13 Cf. EIGERMANN, J., Quantitatives Credit-Rating unter Einbeziehung qualitativer Merkmale, p. 120.
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Chart 10: Rating Scale in the �Management� Information Category for BVR-I Ratings

3.1.3 Expert Systems
Expert systems are software solutions which aim to recreate human problem-
solving abilities in a specific area of application. In other words, expert systems
attempt to solve complex, poorly structured problems by making conclusions
on the basis of �intelligent behavior.� For this reason, they belong to the research
field of artificial intelligence and are also often referred to as �knowledge-based
systems.�

The essential components of an expert system are the knowledge base and
the inference engine.14

The knowledge base in these systems contains the knowledge acquired with
regard to a specific problem. This knowledge is based on numbers, dates, facts
and rules as well as �fuzzy� expert experience, and it is frequently represented
using �production rules� (if/then rules). These rules are intended to recreate
the analytical behavior of credit experts as accurately as possible.

The inference engine links the production rules in order to generate conclu-
sions and thus find a solution to the problem.

The expert system outputs partial assessments and the overall assessment in
the form of verbal explanations or point values.

Additional elements of expert systems include:15

Knowledge Acquisition Component
As the results of an expert system depend heavily on the proper and up-to-date
storage of expert knowledge, it must be possible to expand the knowledge base
with new insights at all times. This is achieved by means of the knowledge
acquisition component.

Dialog Component
The dialog component includes elements such as standardized dialog boxes,
graphic presentations of content, help functions and easy-to-understand menu
structures. This component is decisive in enabling users to operate the system
effectively.

14 Cf. HEITMANN, C., Neuro-Fuzzy, p. 20ff.
15 Cf. BRUCKNER, B., Expertensysteme, p. 391.
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Explanatory Component
The explanatory component makes the problem-solving process easier to com-
prehend. This component describes the specific facts and rules the system uses
to solve problems. In this way, the explanatory component creates the necessary
transparency and promotes acceptance among the users.

Applied example:
One example of an expert system used in banking practice is the system at
Commerzbank:16 The CODEX (Commerzbank Debitoren Experten System) model
is applied to domestic small and medium-sized businesses.

The knowledge base for CODEX was compiled by conducting surveys with
credit experts. CODEX assesses the following factors for all borrowers:
— Financial situation (using figures on the business� financial, liquidity and

income situation from annual financial statements)
— Development potential (compiled from the areas of market potential, man-

agement potential and production potential)
— Industry prospects.

In all three areas, the relevant customer service representative or clerk at
the bank is required to answer questions on defined creditworthiness factors.
In this process, the user selects ratings from a predefined scale. Each rating
option is linked to a risk value and a corresponding grade. These rating options,
risk values and grades were defined on the basis of surveys conducted during the
development of the system.

A schematic diagram of how this expert system functions is provided in
chart 11.

Chart 11: How the CODEX Expert System Works17

16 Cf. EIGERMANN, J., Quantitatives Credit-Rating unter Einbeziehung qualitativer Merkmale, p. 104ff.
17 Adapted from EIGERMANN, J., Quantitatives Credit-Rating unter Einbeziehung qualitativer Merkmale, p. 107.
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The system transforms all of the individual creditworthiness characteristics
into grades and then combines them to yield an overall grade. This involves two
steps: First the system compresses grades from an individual information cate-
gory into a partial grade by calculating a weighted average. The weights used
here were determined on the basis of expert surveys. Then the system aggre-
gates individual assessments to generate an overall assessment. The aggregation
process uses the expert system�s hierarchical aggregation rules, which the credit
analyst cannot influence.

3.1.4 Fuzzy Logic Systems
Fuzzy logic systems can be seen as a special case among the classic expert systems
described above, as they have the additional ability to evaluate data using fuzzy
logic. In a fuzzy logic system, specific values entered for creditworthiness criteria
are no longer allocated to a single linguistic term (e.g. �high,� �low�); rather they
can be assigned to multiple terms using various degrees of membership.

For example, in a classic expert system the credit analyst could be required to
rate a return on equity of 20% or more as good and a return on equity of less than
20% as �poor.� However, such dual assignments are not in line with human assess-
ment behavior. A human decision maker would never rate a return on equity of
19.9% as �low� and a return on equity of 20.0% as �high� at the same time.

Fuzzy logic systems thus enable a finer gradation which bears more similarity
to human decision-making behavior by introducing linguistic variables. The basic
manner in which these linguistic variables are used is shown in chart 12.

Chart 12: Example of a Linguistic Variable18

18 Adapted from HEITMANN, C., Neuro-Fuzzy, p. 47.
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This example defines linguistic terms for the evaluation of return on equity
(�low,� �medium,� and �high�) and describes membership functions for each of
these terms. The membership functions make it possible to determine the
degree to which these linguistic terms apply to a given level of return on equity.
In the diagram above, for example, a return on equity of 22% would be rated
�high� to a degree of 0.75, �medium� to a degree of 0.25, and �low� to a degree
of 0.

In a fuzzy logic system, multiple distinct input values are transformed using
linguistic variables, after which they undergo further processing and are then
compressed into a clear, distinct output value. The rules applied in this com-
pression process stem from the underlying knowledge base, which models
the experience of credit experts. The architecture of a fuzzy logic system is
shown in chart 13.

Chart 13: Architecture of a Fuzzy Logic System19

In the course of fuzzification, degrees of membership in linguistic terms are
determined for the input values using linguistic variables. The data then
undergo further processing in the fuzzy logic system solely on the basis of these
linguistic terms.

The if/then rules in the knowledge basemodel the links between input values
and the output value and represent the experience of credit experts. One sim-
ple example of an if/then rule might be: �IF return on equity is high AND debt-
to-equity ratio is low, THEN creditworthiness is good.�

The fuzzy inference engine is responsible for the computer-based evaluation
of the if/then rules in the knowledge base.

The result output by the fuzzy inference engine is an overall assessment
based on a linguistic variable. At this point, degrees of membership are still
used, meaning that the resulting statement is still expressed in fuzzy terms.

19 Adapted from HEITMANN, C., Neuro-Fuzzy, p. 53.
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The result from the inference engine is therefore transformed into a clear and
distinct credit rating in the process of defuzzification.

Applied example:
The Deutsche Bundesbank uses a fuzzy logic system as a module in its credit
assessment procedure.20

The Bundesbank�s credit assessment procedure for corporate borrowers first
uses industry-specific discriminant analysis to process figures from annual finan-
cial statements and qualitative characteristics of the borrower�s accounting prac-
tices. The resulting overall indicator is adapted using a fuzzy logic system which
processes additional qualitative data (see chart 14).

Chart 14: Architecture of Deutsche Bundesbank�s Credit Assessment Procedure21

In this context, the classification results for the sample showed that the error
rate dropped from 18.7% after discriminant analysis to 16% after processing
with the fuzzy logic system.

3.2 Statistical Models
While heuristic credit assessment models rely on the subjective experience of
credit experts, statistical models attempt to verify hypotheses using statistical
procedures on an empirical database.

For credit assessment procedures, this involves formulating hypotheses con-
cerning potential creditworthiness criteria: These hypotheses contain state-

20 Cf. BLOCHWITZ, STEFAN/EIGERMANN, JUDITH, Bonita‹tsbeurteilungsverfahren der Deutschen Bundesbank.
21 Adapted from BLOCHWITZ, STEFAN/EIGERMANN, JUDITH, Bonita‹tsbeurteilungsverfahren der Deutschen Bundesbank.
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ments as to whether higher or lower values can be expected on average for sol-
vent borrowers compared to insolvent borrowers. As the solvency status of each
borrower is known from the empirical data set, these hypotheses can be verified
or rejected as appropriate.

Statistical procedures can be used to derive an objective selection and
weighting of creditworthiness factors from the available solvency status infor-
mation. In this process, selection and weighting are carried out with a view
to optimizing accuracy in the classification of solvent and insolvent borrowers
in the empirical data set.

The goodness of fit of any statistical model thus depends heavily on the qual-
ity of the empirical data set used in its development. First, it is necessary to
ensure that the data set is large enough to enable statistically significant state-
ments. Second, it is also important to ensure that the data used accurately
reflect the field in which the credit institution plans to use the model. If this
is not the case, the statistical rating models developed will show sound classifi-
cation accuracy for the empirical data set used but will not be able to make reli-
able statements on other types of new business.

The statistical models most frequently used in practice — discriminant anal-
ysis and regression models — are presented below. A different type of statistical
rating model is presented in the ensuing discussion of artificial neural networks.

3.2.1 Multivariate Discriminant Analysis
The general objective of multivariate discriminant analysis (MDA) within a
credit assessment procedure is to distinguish solvent and insolvent borrowers
as accurately as possible using a function which contains several independent
creditworthiness criteria (e.g. figures from annual financial statements). Multi-
variate discriminant analysis is explained here on the basis of a linear discrim-
inant function, which is the approach predominantly used in practice. In prin-
cipal, however, these explanations also apply to nonlinear functions.

In linear multivariate discriminant analysis, a weighted linear combination of
indicators is created in order to enable good and bad cases to be classified with
as much discriminatory power as possible on the basis of the calculated result
(i.e. the discriminant score D):

D ¼ a0 þ a1 �K1 þ a2 �K2 þ :::þ an �Kn:

In this equation, n refers to the number of financial indicators included in
the scoring function, Ii refers to the specific indicator value, and ai stands
for each indicator�s coefficient within the scoring function.

The chart below illustrates the principle behind linear discriminant analysis
on the basis of a two-criterion example. The optimum cutoff line represents a
linear combination of the two criteria. The line was determined with a view to
discriminating between solvent and insolvent borrowers as accurately as possible
(i.e. with a minimum of misclassifications).

One advantage of using MDA compared to other classification procedures is
that the linear function and the individual coefficients can be interpreted
directly in economic terms.
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Chart 15: How Linear Discriminant Analysis Works

Linear multivariate discriminant analysis requires normal distribution (in
the strict mathematical sense of the term) in the indicators examined. There-
fore, the assumption of normal distribution has to be tested for the input indi-
cators. In cases where the indicators used in analysis are not normally distrib-
uted, the MDA results may be compromised.

In particular, practitioners should bear this in mind when using qualitative
creditworthiness criteria, which generally come in the form of ordinal values
and are therefore not normally distributed. However, studies have shown that
rescaling the qualitative creditworthiness criteria in a suitable manner can also
fulfill the theoretical prerequisites of MDA.22 For example, Lancaster scaling
can be used.23

In addition to the assumption of normal distribution, linear discriminant
analysis also requires the same variance/covariance matrices for the groups
to be discriminated. In practice, however, this prerequisite is attributed less sig-
nificance.24

Applied example:
In practice, linear multivariate discriminant analysis is used quite frequently for
the purpose of credit assessment. One example is Bayerische Hypo- und Ver-
einsbank AG�s �Crebon� rating system, which applies linear multivariate dis-
criminant analysis to annual financial statements. A total of ten indicators are
processed in the discriminant function (see chart 16). The resulting discrimi-
nant score is referred to as the MAJA value at Bayerische Hypo- und Vereins-
bank. MAJA is the German acronym for automated financial statement analysis
(MAschinelle Jahresabschlu§Analyse).

22 Cf. BLOCHWITZ, S./EIGERMANN, J., Unternehmensbeurteilung durch Diskriminanzanalyse mit qualitativen Merkmalen.
23 HARTUNG, J./ELPELT, B., Multivariate Statistik, p. 282ff.
24 Cf. BLOCHWITZ, S./EIGERMANN, J., Effiziente Kreditrisikobeurteilung durch Diskriminanzanalyse mit qualitativen Merk-

malen, p. 10.
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Chart 16: Indicators in the �Crebon� Rating System at Bayerische Hypo- und Vereinsbank25

3.2.2 Regression Models
Like discriminant analysis, regression models serve to model the dependence of
a binary variable on other independent variables. If we apply this general def-
inition of regression models to credit assessment procedures, the objective is
to use certain creditworthiness characteristics (independent variables) to deter-
mine whether borrowers are classified as solvent or insolvent (dependent binary
variable). The use of nonlinear model functions as well as the maximum like-
lihood method to optimize those functions means that regression models also
make it possible to calculate membership probabilities and thus to determine
default probabilities directly from the model function. This characteristic is rel-
evant in rating model calibration (see section 5.3).

In this context, we distinguish between logit and probit regression models.
The curves of the model functions and their mathematical representation are
shown in chart 17. In this chart, the function � denotes the cumulative standard
normal distribution, and the term (

P
) stands for a linear combination of the

factors input into the rating model; this combination can also contain a constant
term. By rescaling the linear term, both model functions can be adjusted to
yield almost identical results. The results of the two model types are therefore
not substantially different.

Due to their relative ease of mathematical representation, logit models are
used more frequently for rating modeling in practice. The general manner in
which regression models work is therefore only discussed here using the logistic
regression model (logit model) as an example.

In (binary) logistic regression, the probability p that a given case is to be
classified as solvent (or insolvent) is calculated using the following formula:26

p ¼ 1

1þ exp ½�ðb0 þ b1 �K1 þ b2 �K2 þ :::þ bn �KnÞ�
:

25 See EIGERMANN, J., Quantitatives Credit-Rating unter Einbeziehung qualitativer Merkmale, p. 102.
26 In the probit model, the function used is p ¼ �ð

P
Þ, where Nð:Þ stands for standard normal distribution and the following

applies for
P
:
P

¼ b0 þ b1 � x1 þ :::þ bn � xn.
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Chart 17: Functional Forms for Logit and Probit Models

In this formula, n refers to the number of financial indicators included in the
scoring function, Ki refers to the specific value of the creditworthiness cri-
terion, and bi stands for each indicator�s coefficient within the scoring function
(for i ¼ 1; :::n). The constant b0 has a decisive impact on the value of p (i.e. the
probability of membership).

Selecting an S-shaped logistic function curve ensures that the p values fall
between 0 and 1 and can thus be interpreted as actual probabilities. The typical
curve of a logit function is shown again in relation to the result of the exponen-
tial function (score) in chart 18.

Chart 18: Logit Function Curve

The maximum likelihood method is used to estimate the coefficients. The
maximum likelihood function describes how frequently the actual defaults
observed match the model forecasts in the development sample.27

27 Cf. KALTOFEN, D./MO‹LLENBECK, M./STEIN, S., Risikofru‹herkennung im Kreditgescha‹ft mit kleinen und mittleren Unter-
nehmen, p. 14.
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Logistic regression has a number of advantages over MDA. First, logistic
regression does not require normal distribution in input indicators. This allows
logistic regression models to process qualitative creditworthiness characteristics
without previous transformation. Second, the result of logistic regression can
be interpreted directly as the probability of group membership. This makes it
possible to assign a one-year default rate to each result, for example by rescaling
the value p.

Logistic regression models are often characterized by more robust28 and
more accurate results than those generated by discriminant analysis.

In recent years, logistic regression has seen more widespread use both in
academic research and in practice. This can be attributed to the lower demands
it makes on data material as well as its more robust results compared to discrim-
inant analysis.

One example of the practical use of logistic regression in banks is the BVR-II
rating model used by the Federal Association of German Cooperative Banks to
rate small and medium-sized enterprises.29

3.2.3 Artificial Neural Networks

Structure of Artificial Neural Networks
Artificial neural networks use information technology in an attempt to simulate
the way in which the human brain processes information. In simplified terms,
the human brain consists of a large number of nerve cells (neurons) connected
to one another by a network of synapses. Neurons receive signals through these
synapses, process the information, and pass new signals on through other neu-
rons. The significance of a particular piece of information is determined by the
type and strength of the links between neurons. In this way, information can be
distributed and processed in parallel across the entire network of neurons. The
human brain is able to learn due to its capacity to adjust the weighting of links
between neurons.

Artificial neural networks attempt to model this biological process. An arti-
ficial neural network consists of an input layer, the inner layers and an output
layer (see chart 19).

The input layer serves the purpose of taking in information (e.g. specific
indicator values) and passing it on to the downstream neurons via the connec-
tions shown in the diagram below. These links are assigned weights in an arti-
ficial neural network and thus control the flow of information.

In the neurons, all incoming information ij is first linked with a value v. This
is done by means of a simple sum function. Each piece of information is then
assigned a connection weight w. The compressed value v is transformed into
value o by a nonlinear function. The function used for this purpose depends
on the specific model. One example is the following logistic function:

o ¼ 1

1þ e�v
:

28 Cf. KALTOFEN, D./MO‹LLENBECK, M./STEIN, S., Risikofru‹herkennung im Kreditgescha‹ft mit kleinen und mittleren Unter-
nehmen, p. 14.

29 Cf. STUHLINGER, MATTHIAS, Rolle von Ratings in der Firmenkundenbeziehung von Kreditgenossenschaften, p. 72.
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Chart 19: Architecture of an Artificial Neural Network

Chart 20: How Neurons Work

This transformed value is passed on to all downstream neurons, which in
turn carry out the same procedure with the output factors from the upstream
neurons. Chart 20 gives a schematic depiction of how a neuron works. In gen-
eral, other nonlinear functions can be used instead of the logistic function.

Once the information has passed through the inner layers, it is delivered to
the neuron in the output layer. This information represents the network�s out-
put, or the result generated by the artificial neural network. The inner layers
are also referred to as hidden layers because the state of the neurons in these
layers is not visible from the outside.

Training of Artificial Neural Networks
An artificial neural network learns on the basis of training data sets for which
the actual correct output is already known. In the training process, the artificial
neural network compares the output generated with the actual output and
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adapts the network according to any deviations it finds. Probably the most com-
monly used method of making such changes in networks is the adjustment of
weights between neurons. These weights indicate how important a piece of
information is considered to be for the network�s output. In extreme cases,
the link between two neurons will be deleted by setting the corresponding
weight to zero.

A classic learning algorithm which defines the procedure for adjusting
weights is the back-propagation algorithm. This term refers to �a gradient
descent method which calculates changes in weights according to the errors
made by the neural network.�30

In the first step, output results are generated for a number of data records.
The deviation of the calculated output od from the actual output td is meas-

ured using an error function. The sum-of-squares error function is frequently
used in this context:

e ¼ 1

2

X
d

ðtd � odÞ2

The calculated error can be back-propagated and used to adjust the relevant
weights. This process begins at the output layer and ends at the input layer.31

When training an artificial neural network, it is important to avoid what is
referred to as overfitting. Overfitting refers to a situation in which an artificial
neural network processes the same learning data records again and again until it
begins to recognize and �memorize� specific data structures within the sample.
This results in high discriminatory power in the learning sample used, but low
discriminatory power in unknown samples. Therefore, the overall sample used
in developing such networks should definitely be divided into a learning, testing
and a validation sample in order to review the network�s learning success using
�unknown� samples and to stop the training procedure in time. This need to
divide up the sample also increases the quantity of data required.

Application of Artificial Neural Networks
Neural networks are able to process both quantitative and qualitative data
directly, which makes them especially suitable for the depiction of complex rat-
ing models which have to take various information categories into account.
Although artificial neural networks regularly demonstrate high discriminatory
power and do not involve special requirements regarding input data, these rat-
ing models are still not very prevalent in practice. The reasons for this lie in the
complex network modeling procedures involved and the �black box� nature of
these networks. As the inner workings of artificial neural networks are not
transparent to the user, they are especially susceptible to acceptance problems.

One example of an artificial neural network used in practice is the BBR
(Baetge-Bilanz-Rating� BP-14 used for companies which prepare balance
sheets. This artificial neural network uses 14 different figures from annual finan-
cial statements as input parameters and compresses them into an �N-score,� on
the basis of which companies are assigned to rating classes.

30 See HEITMANN, C., Neuro-Fuzzy, p. 85.
31 Cf. HEITMANN, C., Neuro-Fuzzy, p. 86ff.
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In practice, rating models which use artificial neural networks generally
attain high to very high levels of discriminatory power.32 However, when vali-
dating artificial neural networks it is advisable to perform rigorous tests in order
to ensure that the high discriminatory power of individual models is not due to
overfitting.

3.3 Causal Models
Causal models in credit assessment procedures derive direct analytical links to
creditworthiness on the basis of financial theory. In the development of such
models, this means that statistical methods are not used to test hypotheses
against an empirical data set.

3.3.1 Option Pricing Models
The option pricing theory approach supports the valuation of default risk on the
basis of individual transactions without using a comprehensive default history.
Therefore, this approach can generally also be used in cases where a sufficient
data set of bad cases is not available for statistical model development (e.g. dis-
criminant analysis or logit regression). However, this approach does require
data on the economic value of debt and equity, and especially volatilities.

The main idea underlying option pricing models is that a credit default will
occur when the economic value of the borrower�s assets falls below the eco-
nomic value of its debt.33

Chart 21: General Premise of Option Pricing Models34

In the option pricing model, the loan taken out by the company is associated
with the purchase of an option which would allow the equity investors to satisfy
the claims of the debt lenders by handing over the company instead of repaying
the debt in the case of default.35 The price the company pays for this option cor-
responds to the risk premium included in the interest on the loan. The price of
the option can be calculated using option pricing models commonly used in the
market. This calculation also yields the probability that the option will be exer-
cised, that is, the probability of default.

32 Cf. FU‹SER, K., Mittelstandsrating mit Hilfe neuronaler Netzwerke, p. 372; cf. HEITMANN, C. , Neuro-Fuzzy, p. 20.
33 Cf. SCHIERENBECK, H., Ertragsorientiertes Bankmanagement Vol. 1.
34 Adapted from GERDSMEIER, S./KROB, B., Bepreisung des Ausfallrisikos mit dem Optionspreismodell, p. 469ff.
35 Cf. KIRMSSE, S., Optionspreistheoretischer Ansatz zur Bepreisung.
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The parameters required to calculate the option price (¼ risk premium) are
the duration of the observation period as well as the following:36
— Economic value of the debt37
— Economic value of the equity
— Volatility of the assets.

Due to the required data input, the option pricing model cannot even be
considered for applications in retail business.38 However, generating the data
required to use the option pricing model in the corporate segment is also
not without its problems, for example because the economic value of the com-
pany cannot be estimated realistically on the basis of publicly available informa-
tion. For this purpose, in-house planning data are usually required from the
company itself. The company�s value can also be calculated using the discounted
cash flow method. For exchange-listed companies, volatility is frequently esti-
mated on the basis of the stock price�s volatility, while reference values specific
to the industry or region are used in the case of unlisted companies.

In practice, the option pricing model has only been implemented to a lim-
ited extent in German-speaking countries, mainly as an instrument of credit
assessment for exchange-listed companies.39 However, this model is also being
used for unlisted companies as well.

As a credit default on the part of the company is possible at any time during
the observation period (not just at the end), the risk premium and default rates
calculated with a European-style40 option pricing model are conservatively
interpreted as the lower limits of the risk premium and default rate in practice.

Qualitative company valuation criteria are only included in the option pric-
ing model to the extent that the market prices used should take this information
(if available to the market participants) into account. Beyond that, the option
pricing model does not cover qualitative criteria. For this reason, the applica-
tion of option pricing models should be restricted to larger companies for which
one can assume that the market price reflects qualitative factors sufficiently (cf.
section 4.2.3).

3.3.2 Cash Flow (Simulation) Models
Cash flow (simulation) models are especially well suited to credit assessment for
specialized lending transactions, as creditworthiness in this context depends pri-
marily on the future cash flows arising from the assets financed. In this case, the
transaction itself (and not a specific borrower) is assessed explicitly, and the
result is therefore referred to as a transaction rating.

Cash flow-based models can also be presented as a variation on option pric-
ing models in which the economic value of the company is calculated on the
basis of cash flow.

36 The observation period is generally one year, but longer periods are also possible.
37 For more information on the fundamental circular logic of the option pricing model due to the mutual dependence of the market

value of debt and the risk premium as well as the resolution of this problem using an iterative method, see JANSEN, S, Ertrags-
und volatilita‹tsgestu‹tzte Kreditwu‹rdigkeitspru‹fung, p. 75 (footnote) and VARNHOLT B., Modernes Kreditrisikomanagement, p.
107 ff. as well as the literature cited there.

38 Cf. SCHIERENBECK, H., Ertragsorientiertes Bankmanagement Vol. 1.
39 Cf. SCHIERENBECK, H., Ertragsorientiertes Bankmanagement Vol. 1.
40 In contrast to an American option, which can be exercised at any time during the option period.
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In principal, it is possible to define cash flow from various perspectives
which are considered equally suitable. Accordingly, a suitable valuation model
can be selected according to the individual requirements of the organization
performing the valuation and in line with the purpose of the valuation. In this
context, the total free cash flow available is particularly relevant to valuation.41

For the purpose of company valuation on capital markets, free cash flow is
calculated as EBITDA42 minus investments.43 The average free cash flow over the
last five years generally serves as the point of departure for calculating a com-
pany�s value. Dividing the average free cash flow by the weighted capital costs
for equity and debt financing44 yields a company value which can be used as an
input parameter in the option pricing model. The volatility of this value can be
calculated in an analogous way based on the time series used to determine the
average free cash flow.

Two types of methods can be used to extrapolate future cash flow on the
basis of past cash flow data:

Analytical methods are based on time series analysis methods, which come in
two forms:
— Regression models create a functional model of the time series and optimize

the model parameters by minimizing the deviations observed.
— Stochastic time series models depict the time series as the realization of a sto-

chastic process and calculate optimum estimates for the process parameters.
Simulation methods generate and weight possible future realizations of cash

flow on the basis of historical data or — in the approach more commonly used
in practice — by developing macroeconomic models which depict the input val-
ues for cash flow in relation to certain scenarios (e.g. the overall development of
the economy).

3.4 Hybrid Forms
In practice, the models described in the previous sections are only rarely used in
their pure forms. Rather, heuristic models are generally combined with one of
the two other model types (statistical models or causal models). This approach
can generally be seen as favorable, as the various approaches complement each
other well. For example, the advantages of statistical and causal models lie in
their objectivity and generally higher classification performance in comparison
to heuristic models. However, statistical and causal models can only process a
limited number of creditworthiness factors. Without the inclusion of credit
experts� knowledge in the form of heuristic modules, important information
on the borrower�s creditworthiness would be lost in individual cases. In addi-
tion, not all statistical models are capable of processing qualitative information
directly (as is the case with discriminant analysis, for example), or they require a
large amount of data in order to function properly (e.g. logistic regression);
these data are frequently unavailable in banks. In order to obtain a complete pic-

41 Cf. JANSEN, S., Ertrags- und volatilita‹tsgestu‹tzte Kreditwu‹rdigkeitspru‹fung.
42 EBITDA: earnings before interest, tax, depreciation and amortization.
43 Cf. KEMPF, M., Dem wahren Aktienkurs auf der Spur. More detailed explanations on the general conditions of the cash flow

method can be found in JANSEN, S., Ertrags- und volatilita‹tsgestu‹tzte Kreditwu‹rdigkeitspru‹fung.
44 This interest rate is required in order to discount future earnings to their present value.
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ture of the borrower�s creditworthiness in such cases, it thus makes sense to
assess qualitative data using a supplementary heuristic model.

This heuristic component also involves credit experts more heavily in the
rating process than in the case of automated credit assessment using a statistical
or causal model, meaning that combining models will also serve to increase user
acceptance.

In the sections below, three different architectures for the combination of
these model types are presented.

3.4.1 Horizontal Linking of Model Types
As statistical and causal models demonstrate particular strength in the assess-
ment of quantitative data, and at the same time most of these models cannot
process qualitative data without significant additional effort, this combination
of model types can be encountered frequently in practice. A statistical model
or causal model is used to analyze annual financial statements or (in broader
terms) to evaluate a borrower�s financial situation. Qualitative data (e.g. man-
agement quality) is evaluated using a heuristic module included in the model.
IT is then possible to merge the output produced by these two modules to gen-
erate an overall credit assessment.

Chart 22: Horizontal Linking of Rating Models

Applied example:
One practical example of this combination of rating models can be found in the
Deutsche Bundesbank�s credit assessment procedure described in section 3.1.4.
Annual financial statements are analyzed by means of statistical discriminant
analysis. This quantitative creditworthiness analysis is supplemented with addi-
tional qualitative criteria which are assessed using a fuzzy logic system. The
overall system is shown in chart 23.
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Chart 23: Architecture of Deutsche Bundesbank�s Credit Assessment Procedure45

3.4.2 Vertical Linking of Model Types Using Overrides
This approach links partial ratings to generate a proposed classification, which
can then be modified by a credit expert to yield the final credit rating. This
downstream modification component based on expert knowledge constitutes
a separate type of hybrid model. This combination first assesses quantitative
as well as qualitative creditworthiness characteristics using a statistical or causal
model. The result of this assessment is a proposed classification which can then
be modified (within certain limits) by credit analysts on the basis of their expert
knowledge.

In these combined models, it is important to define precisely the cases and
the range in which overrides can be used.

In particular, facts which have already been used in a statistical or causal anal-
ysis module should not serve as the basis for later modifications by credit ana-
lysts. Instead, the heuristic component is important in order to include factors
relevant to creditworthiness which are only known to the credit analyst and
which could not be covered by the upstream module.

If the upstream module is modeled properly, however, overrides should only
be necessary in some cases. The excessive use of overrides may indicate a lack of
user acceptance or a lack of understanding of the rating model and should there-
fore be reviewed carefully in the course of validation.

45 Adapted from. BLOCHWITZ, STEFAN/EIGERMANN, JUDITH, Bonita‹tsbeurteilungsverfahren der Deutschen Bundesbank.
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Chart 24: Vertical Linking of Rating Models Using Overrides

3.4.3 Upstream Inclusion of Heuristic Knock-Out Criteria
The core element of this combination of model types is the statistical module.
However, this module is preceded by knock-out criteria defined on the basis of
the practical experience of credit experts and the bank�s individual strategy. If a
potential borrower fulfills a knock-out criterion, the credit assessment process
does not continue downstream to the statistical module.

Chart 25: Hybrid Forms — Upstream Inclusion of Heuristic Knock-Out Criteria

Knock-out criteria form an integral part of credit risk strategies and appro-
val practices in credit institutions. One example of a knock-out criterion used in
practice is a negative report in the consumer loans register. If such a report is
found, the bank will reject the credit application even before determining a dif-
ferentiated credit rating using its in-house procedures.
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4 Assessing the Models� Suitability for
Various Rating Segments

In general, credit assessment procedures have to fulfill a number of require-
ments regardless of the rating segments in which they are used. These require-
ments are the result of business considerations applied to credit assessment as
well as documents published on the IRB approaches under Basel II. The funda-
mental requirements are listed in chart 26 and explained in detail further below.

Chart 26: Fundamental Requirements of Rating Models

4.1 Fulfillment of Essential Requirements

4.1.1 PD as Target Value
The probability of default reflected in the rating forms the basis for risk manage-
ment applications such as risk-based loan pricing. Calculating PD as the target
value is therefore a basic prerequisite for a rating model to make sense in the
business context.

The data set used to calculate PD is often missing in heuristic models and
might have to be accumulated by using the rating model in practice. Once this
requirement is fulfilled, it is possible to calibrate results to default probabilities
even in the case of heuristic models (see section 5.3).

Statistical models are developed on the basis of an empirical data set, which
makes it possible to determine the target value PD for individual rating classes
by calibrating results with the empirical development data. Likewise, it is pos-
sible to calibrate the rating model (ex post) in the course of validation using the
data gained from practical deployment.

One essential benefit of logistic regression is the fact that it enables the direct
calculation of default probabilities. However, calibration or rescaling may also

Rating Models and Validation

54 Guidelines on Credit Risk Management



be necessary in this case if the default rate in the sample deviates from the aver-
age default rate of the rating segment depicted.

In the case of causal models, the target value PD can be calculated for indi-
vidual rating classes using data gained from practical deployment. In this case,
the model directly outputs the default parameter to be validated.

4.1.2 Completeness
In order to ensure the completeness of credit rating procedures, Basel II
requires banks to take all available information into account when assigning rat-
ings to borrowers or transactions.46 This should also be used as a guideline for
best practices.

As a rule, classic rating questionnaires only use a small number of character-
istics relevant to creditworthiness. For this reason, it is important to review the
completeness of factors relevant to creditworthiness in a critical light. If the
model has processed a sufficient quantity of expert knowledge, it can cover
all information categories relevant to credit assessment.

Likewise, qualitative systems often use only a small number of creditworthi-
ness characteristics. As expert knowledge is also processed directly when the
model is applied, however, these systems can cover most information categories
relevant to creditworthiness.

The computer-based processing of information enables expert systems and
fuzzy logic systems to take a large number of creditworthiness characteristics into
consideration, meaning that such a system can cover all of those characteristics if
it is modeled properly.

As a large number of creditworthiness characteristics can be tested in the
development of statistical models, it is possible to ensure the completeness of
the relevant risk factors if the model is designed properly. However, in many
cases these models only process a few characteristics of high discriminatory
power when these models are applied, and therefore it is necessary to review
completeness critically in the course of validation.

Causal models derive credit ratings using a theoretical business-based model
and use only a few — exclusively quantitative — input parameters without explic-
itly taking qualitative data into account. The information relevant to creditwor-
thiness is therefore only complete in certain segments (e.g. specialized lending,
large corporate customers).

4.1.3 Objectivity
In order to ensure the objectivity of the model, a classic rating questionnaire
should contain questions on creditworthiness factors which can be answered
clearly and without room for interpretation.

Achieving high discriminatory power in qualitative systems requires that the
rating grades generated by qualitative assessments using a predefined scale are as
objective as possible. This can only be ensured by a precise, understandable and
plausible user�s manual and the appropriate training measures.

As expert systems and fuzzy logic systems determine the creditworthiness
result using defined algorithms and rules, different credit analysts using the

46 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 8.
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same information and the �correct� model inputs will receive the same rating
results. In this respect, the model can be considered objective.

In statistical models, creditworthiness characteristics are selected and
weighted using an empirical data set and objective methods. Therefore, we
can regard these models as objective rating procedures. When the model is sup-
plied properly with the same information, different credit analysts will be able
to generate the same results.

If causal models are supplied with the �correct� input parameters, these mod-
els can also be regarded as objective.

4.1.4 Acceptance
As heuristic models are designed on the basis of expert opinions and the expe-
rience of practitioners in the lending business, we can assume that these models
will meet with high acceptance.

The explanatory component in an expert system makes the calculation of the
credit assessment result transparent to the user, thus enhancing the acceptance
of such models.

In fuzzy logic systems, acceptance may be lower than in the case of expert
systems, as the former require a greater degree of expert knowledge due to
their modeling of �fuzziness� with linguistic variables. However, the core of
fuzzy logic systems models the experience of credit experts, which means it
is possible for this model type to attain the necessary acceptance despite its
increased complexity.

Statistical rating models generally demonstrate higher discriminatory power
than heuristic models. However, it can be more difficult to gain methodical
acceptance for statistical models than for heuristic models. One essential reason
for this is the large amount of expert knowledge required for statistical models.
In order to increase acceptance and to ensure that the model is applied in an
objectively proper manner, user training seminars are indispensable.

One severe disadvantage for the acceptance of artificial neural networks is
their �black box� nature.47 The increase in discriminatory power achieved by
such methods can mainly be attributed to the complex network�s ability to learn
and the parallel processing of information within the network. However, it is
precisely this complexity of network architecture and the distribution of infor-
mation across the networks which make it difficult to comprehend the rating
results. This problem can only be countered by the appropriate training meas-
ures (e.g. sensitivity analyses can make the processing of information in artificial
neural network appear more plausible and comprehensible to the user).

Causal models generally meet with acceptance when users understand the
fundamentals of the underlying theory and when the input parameters are
defined in an understandable way which is also appropriate to the rating seg-
ment.

Acceptance in individual cases will depend on the accompanying measures
taken in the course of introducing the rating model, and in particular on the
transparency of the development process and adaptations as well as the quality
of training seminars.

47 Cf. FU‹SER, K., Mittelstandsrating mit Hilfe neuronaler Netzwerke, p. 374.
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4.1.5 Consistency
Heuristic models do not contradict recognized scientific theories and methods, as
these models are based on the experience and observations of credit experts.

In the data set used to develop empirical statistical rating models, relation-
ships between indicators may arise which contradict actual business considera-
tions. Such contradictory indicators have to be consistently excluded from fur-
ther analyses. Filtering out these problematic indicators will serve to ensure
consistency.

Causal models depict business interrelationships directly and are therefore
consistent with the underlying theory.

4.2 Suitability of Individual Model Types
The suitability of each model type is closely related to the data requirements for
the respective rating segments (see chapter 2). The most prominent question in
model evaluation is whether the quantitative and qualitative data used for credit
assessment in individual segments can be processed properly. While quantitative
data generally fulfills this condition in all models, differences arise with regard
to qualitative data in statistical models.

In terms of discriminatory power and calibration, statistical models demon-
strate clearly superior performance in practice compared to heuristic models.
Therefore, banks are increasingly replacing or supplementing heuristic models
with statistical models in practice. This is especially true in those segments for
which it is possible to compile a sufficient data set for statistical model develop-
ment (in particular corporate customers and mass-market banking). For these
customer segments, statistical models are the standard.

However, the quality and suitability of the rating model used cannot be
assessed on the basis of the model type alone. Rather, validation should involve
regular reviews of a rating model�s quality on the basis of ongoing operations.
Therefore, we only describe the essential, observable strengths and weaknesses
of the rating models for each rating segment below, without attempting to rec-
ommend, prescribe or rule out rating models in individual segments.

4.2.1 Heuristic Models
In principle, heuristic models can be used in all rating segments. However, in
terms of discriminatory power, statistical models are clearly superior to heuris-
tic models in the corporate customer segment and in mass-market banking.
Therefore, the use of statistical models is preferable in those particular segments
if a sufficient data set is available.

When heuristic models are used in practice, it is important in any case to
review their discriminatory power and forecasting accuracy in the course of val-
idation.

Classic Rating Questionnaires
The decisive success component in a classic rating questionnaire is the use of
creditworthiness criteria for which the user can give clear and understandable
answers. This will increase user acceptance as well as the objectivity of the
model. Another criterion is the plausible and comprehensible assignment of
points to specific answers. Answers which experience has shown to indicate high
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creditworthiness have to be assigned a larger number of points than answers
which point to lower creditworthiness. This ensures consistency and is a funda-
mental prerequisite for acceptance among users and external interest groups.

Qualitative Systems
The business-based user�s manual is crucial to the successful deployment of a
qualitative system. This manual has to define in a clear and understandable man-
ner the circumstances under which users are to assign certain ratings for each
creditworthiness characteristic. Only in this way is it possible to prevent credit
ratings from becoming too dependent on the user�s subjective perceptions and
individual levels of knowledge. Compared to statistical models, however, qual-
itative systems remain severely limited in terms of objectivity and performance
capabilities.

Expert Systems
Suitable rating results can only be attained using an expert system if they model
expert experience in a comprehensible and plausible way, and if the inference
engine developed is capable of making reasonable conclusions.

Additional success factors for expert systems include the knowledge acquis-
ition component and the explanatory component. The advantages of expert sys-
tems over classic rating questionnaires and qualitative systems are their more
rigorous structuring and their greater openness to further development. How-
ever, it is important to weigh these advantages against the increased develop-
ment effort involved in expert systems.

Fuzzy Logic Systems
The comments above regarding expert systems also apply to these systems.
However, fuzzy logic systems are substantially more complex than expert sys-
tems due to their additional modeling of �fuzziness,� therefore they involve even
greater development effort. For this reason, the application of a fuzzy logic sys-
tem does not appear to be appropriate for mass-market banking or for small
businesses (cf. section 2.3) compared to conventional expert systems.

4.2.2 Statistical Models
In the development stage, statistical models always require a sufficient data set,
especially with regard to defaulted borrowers. Therefore, is often impossible to
apply these statistical models to all rating segments in practice. For example,
default data on governments and the public sector, financial service providers,
exchange-listed/international companies, as well as specialized lending opera-
tions are rarely available in a quantity sufficient to develop statistically valid
models.

The requirements related to sample sizes sufficient for developing a statis-
tical model are discussed in section 5.1.3. In that section, we present one pos-
sible method of obtaining valid model results using a smaller sample (bootstrap/
resampling).

In addition to the required data quantity, the representativity of data also has
to be taken into account (cf. section 5.1.2).
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Compared to heuristic models, statistical models generally demonstrate
higher discriminatory power, meaning that heuristic models can be comple-
mented by statistical model components if a sufficient data set is available. In
practice, automated credit decision-making is often only possible with statistical
models due to the high goodness-of-fit requirements involved.

Multivariate Discriminant Analysis
As a method, discriminant analysis can generally be applied to all rating seg-
ments. However, limitations do arise in the case of qualitative data, which can-
not be processed directly in this form of analysis. Therefore, this type of rating
model is especially suitable for analyzing quantitative data, for example annual
financial statements for corporate customers, bank account activity data in var-
ious rating segments, as well as financial information provided by retail custom-
ers.

When assessing the applicability of a discriminant analysis model, it is at
least necessary to check whether it fulfills the formal mathematical require-
ments, especially the normal distribution of creditworthiness characteristics.
In practice, however, these requirements are often disregarded for quantitative
indicators.

If the assumption of normal distribution is not fulfilled, the resulting model
could be less than optimal, that is, the rating model will not necessarily attain its
maximum discriminatory power. Therefore, banks should review the effect on
the model output at the latest during validation.

Regression Models
As methods, regression models can generally be employed in all rating seg-
ments. No particular requirements are imposed on the statistical characteristics
of the creditworthiness factors used, which means that all types of quantitative
and qualitative creditworthiness characteristics can be processed without prob-
lems.

However, when ordinal data are processed, it is necessary to supply a suffi-
cient quantity of data for each category in order to enable statistically significant
statements; this applies especially to defaulted borrowers.48

Another advantage of regression models is that their results can be inter-
preted directly as default probabilities. This characteristic facilitates the calibra-
tion of the rating model (see section 5.3.1).

Artificial Neural Networks
In terms of method, artificial neural networks can generally be employed in all
rating segments. Artificial neural networks do not impose formal mathematical
requirements on the input data, which means that these models can process
both quantitative and qualitative data without problems.

In order to �learn� connections properly, however, artificial neural networks
require a substantially larger quantity of data in the development stage than
other statistical models. Methods which can be applied to regression models
and discriminant analysis with a small sample size (e.g. bootstrap/resampling)

48 Cf. EIGERMANN, J.; Quantitatives Credit-Rating mit qualitativen Merkmalen, p. 356.
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cannot be employed in artificial neural networks. For this reason, artificial neu-
ral networks can only be used for segments in which a sufficiently large quantity
of data can be supplied for rating model development.

4.2.3 Causal Models

Option Pricing Models
In general, it is only possible to determine the input parameters required for
these models (market value of equity, volatility of assets, etc.) reliably for
exchange-listed companies and financial service providers, as in these cases the mar-
ket value of equity and the volatility of assets can be derived from stock prices
with relative ease. Using cash flow (simulation) models and additional modeling
assumptions, the option pricing model can also be suitable for large companies
which prepare balance sheets if a sufficiently long time series of the necessary
balance sheet data is available and cash flows can be calculated reliably on the
basis of planning data. In the case of smaller borrowers, the effort necessary
for (company) valuation is too high and the calculation of parameters is too
uncertain. However, should a bank decide to develop option pricing models
for such rating segments nonetheless, it is necessary to review the calculated
input parameters critically in terms of adequacy.

Cash Flow (Simulation) Models
Cash flow (simulation) models are especially well suited to specialized lending, as
the primary source of funds for repaying the exposure is the income produced
by the assets financed. This means that creditworthiness essentially depends on
the future cash flows arising from the assets. Likewise, cash flow (simulation)
models can be used as a preliminary processing module for option pricing mod-
els. In principle, cash flow (simulation) models can also be used for exchange-
listed companies and in some cases for large companies which prepare balance
sheets.

The decisive factor in the success of a cash flow (simulation) model is the
suitable calculation of future cash flows and discounting factors. If cash flows
are calculated directly on the basis of historical values, it is important to ensure
that the data set used is representative of the credit institution and to review the
forecasting power of the historical data.

5 Developing a Rating Model
In the previous sections, we discussed rating models commonly used in the mar-
ket as well as their strengths and weaknesses when applied to specific rating seg-
ments. A model�s suitability for a rating segment primarily depends on the data
and information categories required for credit assessment, which were defined
in terms of best business practices in chapter 3.

The fundamental decision to use a specific rating model for a certain rating
segment is followed by the actual development of the rating procedure. This
chapter gives a detailed description of the essential steps in the development
of a rating procedure under the best-practice approach.

The procedure described in this document is based on the development of a
statistical rating model, as such systems involve special requirements regarding
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the data set and statistical testing. The success of statistical rating procedures in
practice depends heavily on the development stage. In many cases, it is no lon-
ger possible to remedy critical development errors once the development stage
has been completed (or they can only be remedied with considerable effort).

In contrast, heuristic rating models are developed on the basis of expert
experience which is not verified until later with statistical tests and an empirical
data set. This gives rise to considerable degrees of freedom in developing heu-
ristic rating procedures. For this reason, it is not possible to present a generally
applicable development procedure for these models. As expert experience is
not verified by statistical tests in the development stage, validation is especially
important in the ongoing use of heuristic models.

Roughly the same applies to causal models. In these models, the parameters
for a financial theory-based model are derived from external data sources (e.g.
volatility of the market value of assets from stock prices in the option pricing
model) without checking the selected input parameters against an empirical
data set in the development stage. Instead, the input parameters are determined
on the basis of theoretical considerations. Suitable modeling of the input param-
eters is thus decisive in these rating models, and in many cases it can only be
verified in the ongoing operation of the model.

In order to ensure the acceptance of a rating model, it is crucial to include
the expert experience of practitioners in credit assessment throughout the devel-
opment process. This is especially important in cases where the rating model is
to be deployed in multiple credit institutions, as is the case in data pooling sol-
utions.

The first step in rating development is generating the data set. Prior to this
process, it is necessary to define the precise requirements of the data to be used,
to identify the data sources, and to develop a stringent data cleansing process.

Chart 27: Procedure for Developing a Rating Model

Important requirements for the empirical data set include the following:
— Representativity of the data for the rating segment
— Data quantity (in order to enable statistically significant statements)
— Data quality (in order to avoid distortions due to implausible data).

For the purpose of developing a scoring function, it is first necessary to define
a catalog of criteria to be examined. These criteria should be plausible from the
business perspective and should be examined individually for their discrimina-
tory power (univariate analysis). This is an important preliminary stage before
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examining the interaction of individual criteria in a scoring function (multivari-
ate analysis), as it enables a significant reduction in the number of relevant cred-
itworthiness criteria. The multivariate analyses yield partial scoring functions
which are combined in an overall scoring function in the model�s architecture.

The scoring function determines a score which reflects the borrower�s cred-
itworthiness. The score alone does not represent a default probability, meaning
that it is necessary to assign default probabilities to score values by means of
calibration, which concludes the actual rating development process.

The ensuing steps (4 and 5) are not part of the actual process of rating devel-
opment; they involve the validation of rating systems during the actual operation
of the model. These steps are especially important in reviewing the perform-
ance of rating procedures in ongoing operations. The aspects relevant in this
context are described in chapter 6 (Validation).

5.1 Generating the Data Set
A rating model developed on an empirical basis can only be as good as the
underlying data. The quality of the data set thus has a decisive influence on
the goodness of fit and the discriminatory power of a rating procedure. The data
collection process requires a great deal of time and effort and must undergo reg-
ular quality assurance reviews. The main steps in the process of generating a
suitable data set are described below.

Chart 28: Procedure for Generating the Data Set

5.1.1 Data Requirements and Sources
Before actual data collection begins, it is necessary to define the data and infor-
mation to be gathered according to the respective rating segment. In this proc-
ess, all data categories relevant to creditworthiness should be included. We dis-
cussed the data categories relevant to individual rating segments in chapter 2.

First, it is necessary to specify the data to be collected more precisely on the
basis of the defined data categories. This involves defining various quality assur-
ance requirements for quantitative, qualitative and external data.

Quantitative data such as annual financial statements are subject to various
legal regulations, including those stipulated under commercial law. This means
that they are largely standardized, thus making it is possible to evaluate a com-
pany�s economic success reliably using accounting ratios calculated from annual
financial statements. However, in some cases special problems arise where var-
ious accounting standards apply. This also has to be taken into account when
indicators are defined (see �Special Considerations in International Rating Mod-
els� below).

In many cases, other quantitative data (income and expense accounts, infor-
mation from borrowers on assets/liabilities, etc.) are frequently not available in
a standardized form, making it necessary to define a clear and comprehensible
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data collection procedure. This procedure can also be designed for use in differ-
ent jurisdictions.

Qualitative questions are always characterized by subjective leeway in assess-
ment. In order to avoid unnecessarily high quality losses in the rating system, it
is important to consider the following requirements:
— The questions have to be worded as simply, precisely and unmistakably as

possible. The terms and categorizations used should be explained in the
instructions.

— It must be possible to answer the questions unambiguously.
— When answering questions, users should have no leeway in assessment. It is

possible to eliminate this leeway by (a) defining only a few clearly worded
possible answers, (b) asking yes/no questions, or (c) requesting �hard� num-
bers.

— In order to avoid unanswered questions due to a lack of knowledge on the
users� part, users must be able to provide answers on the basis of their exist-
ing knowledge.

— Different analysts must be able to generate the same results.
— The questions must appear sensible to the analyst. The questions should also

give the analyst the impression that the qualitative questions will create a
valid basis for assessment.

— The analyst must not be influenced by the way in which questions are asked.
If credit assessment also relies on external data (external ratings, credit

reporting information, capital market information, etc.), it is necessary to mon-
itor the quality, objectivity and credibility of the data source at all times.

When defining data requirements, the bank should also consider the avail-
ability of data. For this reason, it is important to take the possible sources of
each data type into account during this stage. Possible data collection
approaches are discussed in section 5.1.2.

Special Considerations in International Rating Models
In the case of international rating models, the selection and processing of the
data used for the rating model should account for each country�s specific legal
framework and special characteristics. In this context, only two aspects are
emphasized:
— Definition of the default event
— Use of deviating accounting standards.

The default event is the main target value in rating models used to determine
PD. For this reason, it is necessary to note that the compatibility of the �default
event� criterion among various countries may be limited due to country-specific
options in defining a Basel II-compliant default event as well as differences in
bankruptcy law or risk management practice. When a rating model is developed
for or applied in multiple countries, it is necessary to ensure the uniform use of
the term �default event.�

Discrepancies in the use of financial indicators may arise between individual
countries due to different accounting standards. These discrepancies may stem
from different names for individual data fields in the annual financial statements
or from different valuation options and reporting requirements for individual
items in the statements. It is therefore necessary to ensure the uniform meaning
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of specific data fields when using data from countries or regions where different
accounting standards apply (e.g. Austria, EU, CEE). This applies analogously to
rating models designed to process annual financial statements drawn up using
varying accounting standards (e.g. balance sheets compliant with the Austrian
Commercial Code or IAS).

One possible way of handling these different accounting standards is to
develop translation schemes which map different accounting standards to each
other. However, this approach requires in-depth knowledge of the accounting
systems to be aligned and also creates a certain degree of imprecision in the
data. It is also possible to use mainly (or only) those indicators which can be
applied in a uniform manner regardless of specific details in accounting stand-
ards. In the same way, leeway in valuation within a single legal framework can be
harmonized by using specific indicators. However, this may limit freedom in
developing models to the extent that the international model cannot exhaust
the available potential.

In addition, it is also possible to use qualitative rating criteria such as the
country or the utilization of existing leeway in accounting valuation in order
to improve the model.

5.1.2 Data Collection and Cleansing
In addition to ensuring data quality by defining data requirements at a very early
stage in rating development, it is also important to keep data quantities in mind.
Collecting a sufficient number of borrowers for rating procedure development
ensures the statistical significance of statements on the suitability of specific
creditworthiness criteria and of the scoring function(s) developed. Developing
a rating model on the basis of empirical data requires both good and bad cases.

In line with the definition of default used in Basel II, bad borrowers are
defined as follows in the draft EU directive on regulatory capital requirements:49
— The credit institution considers that the obligor is unlikely to pay its credit obli-

gations to the credit institution, the parent undertaking or any of its subsidiaries
in full, without recourse by the credit institution to actions such as realising
security (if held).

— The obligor is past due more than 90 days on any material credit obligation to
the credit institution, the parent undertaking or any of its subsidiaries.. Over-
drafts shall be considered as being past due once the customer has breached an
advised limit or been advised of a limit smaller than current outstandings.
When default probabilities in the rating model are used as the basic param-

eter PD for the IRB approach, the definition of those probabilities must con-
form with the reference definition in all cases. When the default definition is
determined in the course of developing a rating model, the observability and
availability of the default characteristic are crucial in order to identify bad bor-
rowers consistently and without doubt.

Generating a data set for model development usually involves sampling, a full
survey within the credit institution, or data pooling. In this context, a full sur-
vey is always preferable to sampling. In practice, however, the effort involved in

49 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 1, No. 46. Annex D-5, No. 43 of
the draft directive lists concrete indications of imminent insolvency.
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full surveys is often too high, especially in cases where certain data (such as qual-
itative data) are not stored in the institution�s IT systems but have to be collected
from paper-based files. For this reason, sampling is common in banks partici-
pating in data pooling solutions. This reduces the data collection effort required
in banks without falling short of the data quantity necessary to develop a statisti-
cally significant rating system.

Full Surveys
Full data surveys in credit institutions involve collecting the required data on all
borrowers assigned to a rating segment and stored in a bank�s operational sys-
tems. However, full surveys (in the development of an individual rating system)
only make sense if the credit institution has a sufficient data set for each segment
considered.

The main advantage of full surveys is that the empirical data set is represen-
tative of the credit institution�s portfolio.

Data Pooling — Opportunities and Implementation Barriers
As in general only a small number of borrowers default and the data histories in
IT systems are not sufficiently long, gathering a sufficient number of bad cases is
usually the main challenge in the data collection process. Usually, this problem
can only be solved by means of data pooling among several credit institutions.50
Data pooling involves collecting the required data from multiple credit institu-
tions. The rating model for the participating credit institutions is developed on
the basis of these data. Each credit institution contributes part of the data to the
empirical data set, which is then used jointly by these institutions. This makes it
possible to enlarge the data set and at the same time spread the effort required
for data collection across multiple institutions. In particular, this approach also
enables credit institutions to gather a sufficient amount of qualitative data.
Moreover, the larger data set increases the statistical reliability of the analyses
used to develop scoring functions.

Unlike full surveys within individual banks, a data pool implies that the
empirical data set contains cases from multiple banks. For this reason, it is nec-
essary to ensure that all banks contributing to the data pool fulfill the relevant
data quality requirements. The basic prerequisite for high data quality is that the
participating banks have smoothly functioning IT systems. In addition, it is cru-
cial that the banks contributing to the pool use a uniform default definition.

Another important aspect of data pooling is adherence to any applicable
legal regulations, for example in order to comply with data protection and
banking secrecy requirements. For this reason, data should at least be made
anonymous by the participating banks before being transferred to the central
data pool. If the transfer of personal data from one bank to another cannot
be avoided in data pooling, then it is necessary in any case to ensure that the
other bank cannot determine the identity of the customers. In any case, the
transfer of personal data requires a solid legal basis (legal authorization, consent
of the respective customer).

50 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 52/53.
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If no full survey is conducted in the course of data pooling, the data collec-
tion process has to be designed in such a way that the data pool is representative
of the business of all participating credit institutions.

The representativity of the data pool means that it reflects the relevant struc-
tural characteristics — and their proportions to one another — in the basic popu-
lation represented by the sample. In this context, for example, the basic popula-
tion refers to all transactions in a given rating segment for the credit institutions
contributing to the data pool. One decisive consequence of this definition is that
we cannot speak of the data pool�s representativity for the basic population in gen-
eral, rather its representativity with reference to certain characteristics in the
basic population which can be inferred from the data pool (and vice versa).

For this reason, it is first necessary to define the relevant representative
characteristics of data pools. The characteristics themselves will depend on
the respective rating segment. In corporate ratings, for example, the distribu-
tion across regions, industries, size classes, and legal forms of business organ-
ization might be of interest. In the retail segment, on the other hand, the dis-
tribution across regions, professional groups, and age might be used as charac-
teristics. For these characteristics, it is necessary to determine the frequency
distribution in the basic population.

If the data pool compiled only comprises a sample drawn from the basic
population, it will naturally be impossible to match these characteristics exactly
in the data pool. Therefore, an acceptable deviation bandwidth should be
defined for a characteristic at a certain confidence level (see chart 29).

Chart 29: Mathematical Depiction of Representativity

The example below is intended to illustrate this representativity concept:
Assume that 200 banks contribute to a data pool. In order to minimize the

time and effort required for data collection, the individual banks do not conduct
full surveys. Instead, each bank is required to contribute 30 cases in the respec-
tive rating segment, meaning that the sample will comprise a total of 6,000
cases.

The population consists of all transactions in the relevant rating segment for
the credit institutions contributing to the data pool. As the segment in question
is the corporate segment, the distribution across industries is defined as an
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essential structural characteristic. The sample only consists of part of the basic
population, which means that the distribution of industries in the sample will
not match that of the population exactly. However, it is necessary to ensure that
the sample is representative of the population. Therefore, it is necessary to ver-
ify that deviations in industry distribution can only occur within narrow band-
widths when data are collected.

Data Pooling — Data Collection Process
This method of ensuring representativity has immediate consequences in the
selection of credit institutions to contribute to a data pool. If, for example,
regional distribution plays an important role, then the banks selected for the
data collection stage should also be well distributed across the relevant regions
in order to avoid an unbalanced regional distribution of borrowers.

In addition to the selection of suitable banks to contribute to the data pool,
the following preliminary tasks are necessary for data collection:
— Definition of the catalog of data to be collected (see section 5.1.1) as well as

the number of good and bad cases to be collected per bank.
— In order to ensure uniform understanding, it is crucial to provide a compre-

hensive business-based guide describing each data field.
— For the sake of standardized data collection, the banks should develop a uni-

form data entry tool. This tool will facilitate the central collection and eval-
uation of data.

— A user�s manual is to be provided for data collection procedures and for the
operation of the data entry tool.
In order to ensure that the sample captures multiple stages of the business

cycle, it should include data histories spanning several years. In this process, it is
advisable to define cutoff dates up to which banks can evaluate and enter the
available information in the respective data history.

Chart 30: Creating a Data History of Bad Cases

For bad cases, the time of default provides a �natural� point of reference on
the basis of which the cutoff dates in the data history can be defined. The inter-
val selected for the data histories will depend on the desired forecasting hori-
zon. In general, a one-year default probability is to be estimated, meaning that
the cutoff dates should be set at 12-month intervals. However, the rating model
can also be calibrated for longer forecasting periods. This procedure is illus-
trated in chart 30 on the basis of 12-month intervals.

Good cases refer to borrowers for whom no default has been observed up to
the time of data collection. This means that no �natural� reference time is avail-
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able as a basis for defining the starting point of the data history. However, it is
necessary to ensure that these cases are indeed good cases, that is, that they do
not default within the forecasting horizon after the information is entered. For
good cases, therefore, it is only possible to use information which was available
within the bank at least 12 months before data collection began (¼ 1st cutoff
date for good cases). Only in this way is it possible to ensure that no credit
default has occurred (or will occur) over the forecasting period. Analogous
principles apply to forecasting periods of more than 12 months. If the interval
between the time when the information becomes available and the start of data
collection is shorter than the defined forecasting horizon, the most recently
available information cannot be used in the analysis.

If dynamic indicators (i.e. indicators which measure changes over time) are to
be defined in rating model development, quantitative information on at least
two successive and viable cutoff dates have to be available with the correspond-
ing time interval.

When data are compiled from various information categories in the data
record for a specific cutoff date, the timeliness of the information may vary.
For example, bank account activity data are generally more up to date than qual-
itative information or annual financial statement data. In particular, annual
financial statements are often not available within the bank until 6 to 8 months
after the balance sheet date.

In the organization of decentralized data collection, it is important to define
in advance how many good and bad cases each bank is to supply for each cutoff
date. For this purpose, it is necessary to develop a stringent data collection
process with due attention to possible time constraints. It is not possible to
make generally valid statements as to the time required for decentralized data
collection because the collection period depends on the type of data to be col-
lected and the number of banks participating in the pool. The workload placed
on employees responsible for data collection also plays an essential role in this
context. From practical experience, however, we estimate that the collection of
qualitative and quantitative data from 150 banks on 15 cases each (with a data
history of at least 2 years) takes approximately four months.

In this context, the actual process of collecting data should be divided into
several blocks, which are in turn subdivided into individual stages. An example
of a data collection process is shown in chart 31.

Chart 31: Example of a Data Collection Process
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For each block, interim objectives are defined with regard to the cases
entered, and the central project office monitors adherence to these objectives.
This block-based approach makes it possible to detect and remedy errors (e.g.
failure to adhere to required proportions of good and bad cases) at an early
stage. At the end of the data collection process, it is important to allow a suf-
ficient period of time for the (ex post) collection of additional cases required.

Another success factor in decentralized data collection is the constant avail-
ability of a hotline during the data collection process. Intensive support for par-
ticipants in the process will make it possible to handle data collection problems
at individual banks in a timely manner. This measure can also serve to accelerate
the data collection process. Moreover, feedback from the banks to the central
hotline can also enable the central project office to identify frequently encoun-
tered problems quickly. The office can then pass the corresponding solutions on
to all participating banks in order to ensure a uniform understanding and the
consistently high quality of the data collected.

Data Pooling — Decentralized Data Collection Process
It is not possible to prevent errors in data collection in decentralized collection
processes, even if a comprehensive business-based user�s manual and a hotline
are provided. For this reason, it is necessary to include stages for testing and
checking data in each data collection block (see chart 21). The quality assurance
cycle is illustrated in detail in chart 32.

The objectives of the quality assurance cycle are as follows:
— to avoid systematic and random entry errors
— to ensure that data histories are depicted properly
— to ensure that data are entered in a uniform manner
— to monitor the required proportions of good and bad cases.

Chart 32: Data Collection and Cleansing Process in Data Pooling Solutions
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Within the quality assurance model presented here, the banks contributing to
the data pool each enter the data defined in the �Data Requirements and Data
Sources� stage independently. The banks then submit their data to a central proj-
ect office, which is responsible for monitoring the timely delivery of data as well
as performing data plausibility checks. Plausibility checks help to ensure uni-
form data quality as early as the data entry stage. For this purpose, it is necessary
to develop plausibility tests for the purpose of checking the data collected.

In these plausibility tests, the items to be reviewed include the following:
— Does the borrower entered belong to the relevant rating segment?
— Were the structural characteristics for verifying representativity entered?
— Was the data history created according to its original conception?
— Have all required data fields been entered?
— Are the data entered correctly? (including a review of defined relationships

between positions in annual financial statements, e.g. assets = liabilities)
Depending on the rating segments involved, additional plausibility tests

should be developed for as many information categories as possible.
Plausibility tests should be automated, and the results should be recorded in

a test log (see chart 33).

Chart 33: Sample Test Log

The central project office should return the test log promptly so that the
bank can search for and correct any errors. Once the data have been corrected,
they can be returned to the project office and undergo the data cleansing cycle
once again.

Data Pooling — Centralized Data Collection Process
Once the decentralized data collection and cleansing stages are completed, it is
necessary to create a central analysis database and to perform a final quality
check. The steps in this process are shown in chart 34.

In the first step, it is necessary to extract the data from the banks�data entry
tools and merge them in an overall database.

The second step involves the final data cleansing process for this database.
The first substep of this process serves to ensure data integrity. This is done

using a data model which defines the relationships between the data elements. In
this context, individual banks may have violated integrity conditions in the
course of decentralized data collection. The data records for which these con-
ditions cannot be met are to be deleted from the database. Examples of possible
integrity checks include the following:
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Chart 34: Creating the Analysis Database and Final Data Cleansing

— Were balance sheets entered which cannot be assigned to an existing bor-
rower?

— Is there qualitative information which cannot be assigned to a cutoff date?
— Have different borrowers been entered with the same borrower number?
— Have different banks been entered under the same bank identifier code?
— Have any banks been entered for which no borrowers exist?

Once data integrity has been ensured, all of the remaining cases should be
checked once again using the plausibility tests developed for decentralized data
collection. This serves to ensure that all of the data found in the analysis data-
base are semantically correct. In order to avoid reducing the size of the data set
more than necessary, it is advisable to correct rather than delete data records
wherever possible.

In order to enable banks to enter important notes on the use of a data
record, the data should also include an additional field for remarks. These
remarks are to be viewed and evaluated in the data collection process. In indi-
vidual cases, it will then be necessary to decide whether the remarks have an
effect on the use of a case or not.

For information on dealing with missing values, please refer to section 5.2.1.
The combination of decentralized and centralized data cleansing ensures a

high level of data quality in data pooling solutions. This is a fundamental pre-
requisite for developing meaningful statistical models.

Data Pooling in the Validation and Ongoing Development
of Rating Models
If a data pool was used to develop a rating model, it is necessary to ensure that
decentralized data collection (in compliance with the high requirements of the
rating development process) also continues into the rating validation and ongo-
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ing development stages. However, data pooling in the validation and continued
development of rating models is usually less comprehensive, as in this case it is
only necessary to retrieve the rating criteria which are actually used. However,
additional data requirements may arise for any necessary further developments
in the pool-based rating model.

5.1.3 Definition of the Sample
The data gathered in the data collection and cleansing stages represent the over-
all sample, which has to be divided into an analysis sample and a validation sam-
ple. The analysis sample supports the actual development of the scoring func-
tions, while the validation sample serves exclusively as a hold-out sample to test
the scoring functions after development. In general, one can expect sound dis-
criminatory power from the data records used for development. Testing the
model�s applicability to new (i.e. generally unknown) data is thus the basic pre-
requisite for the recognition of any classification procedure. In this context, it is
possible to divide the overall sample into the analysis and validation samples in
two different ways:
— Actual division of the database into the analysis and validation samples
— Application of a bootstrap procedure

In cases where sufficient data (especially regarding bad cases) are available to
enable actual division into two sufficiently large subsamples, the first option
should be preferred. This ensures the strict separation of the data records in
the analysis and validation samples. In this way, it is possible to check the quality
of the scoring functions (developed using the analysis sample) using the
unknown data records in the validation sample.

In order to avoid bias due to subjective division, the sample should be split
up by random selection (see chart 35). In this process, however, it is necessary
to ensure that the data are representative in terms of their defined structural
characteristics (see section 5.1.2).

Only those cases which fulfill certain minimum data quality requirements
can be used in the analysis sample. In general, this is already ensured during
the data collection and cleansing stage. In cases where quality varies within a
database, the higher-quality data should be used in the analysis sample. In such
cases, however, the results obtained using the validation sample will be consid-
erably less reliable.

Borrowers included in the analysis sample must not be used in the validation
sample, even if different cutoff dates are used. The analysis and validation sam-
ples thus have to be disjunct with regard to borrowers.

With regard to weighting good and bad cases in the analysis sample, two dif-
ferent procedures are conceivable:
— The analysis sample can be created in such a way that the proportion of bad

cases is representative of the rating segment to be analyzed. In this case, cal-
ibrating the scoring function becomes easier (cf. section 5.3). For example,
the result of logistic regression can be used directly as a probability of
default (PD) without further processing or rescaling. This approach is advis-
able whenever the number of cases is not subject to restrictions in the data
collection stage, and especially when a sufficient number of bad cases can be
collected.
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Chart 35: Creating the Analysis and Validation Samples

— If restrictions apply to the number of cases which banks can collect in the
data collection stage, a higher proportion of bad cases should be collected.
In practice, approximately one fourth to one third of the analysis sample
comprises bad cases. The actual definition of these proportions depends
on the availability of data in rating development. This has the advantage
of maximizing the reliability with which the statistical procedure can iden-
tify the differences between good and bad borrowers, even for small quan-
tities of data. However, this approach also requires the calibration and
rescaling of calculated default probabilities (cf. section 5.3).
As an alternative or a supplement to splitting the overall sample, the boot-

strap method (resampling) can also be applied. This method provides a way of
using the entire database for development and at the same time ensuring the
reliable validation of scoring functions.

In the bootstrap method, the overall scoring function is developed using the
entire sample without subdividing it. For the purpose of validating this scoring
function, the overall sample is divided several times into pairs of analysis and
validation samples. The allocation of cases to these subsamples is random.

The coefficients of the factors in the scoring function are each calculated
again using the analysis sample in a manner analogous to that used for the overall
scoring function. Measuring the fluctuation margins of the coefficients resulting
from the test scoring functions in comparison to the overall scoring function
makes it possible to check the stability of the scoring function.

The resulting discriminatory power of the test scoring functions is deter-
mined using the validation samples. The mean and fluctuation margin of the
resulting discriminatory power values are likewise taken into account and serve
as indicators of the overall scoring function�s discriminatory power for unknown
data, which cannot be determined directly.

In cases where data availability is low, the bootstrap method provides an
alternative to actually dividing the sample. Although this method does not
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include out-of-sample validation, it is a statistically valid instrument which ena-
bles the optimal use of the information contained in the data without neglecting
the need to validate the model with unknown data.

In this context, however, it is necessary to note that excessively large fluc-
tuations — especially changes in the sign of coefficients and inversions of high and
low coefficients in the test scoring functions — indicate that the sample used is
too small for statistical rating development. In such cases, highly inhomogene-
ous data quantities are generated in the repeated random division of the overall
sample into analysis and validation samples, which means that a valid model can-
not be developed on the basis of the given sample.

5.2 Developing the Scoring Function

Chart 36: Scoring Function Development Procedure
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Once a quality-assured data set has been generated and the analysis and val-
idation samples have been defined, the actual development of the scoring func-
tion can begin. In this document, a �scoring function� refers to the core calcu-
lation component in the rating model. No distinction is drawn in this context
between rating and scoring models for credit assessment (cf. introduction to
chapter 3).

The development of the scoring function is generally divided into three
stages, which in turn are divided into individual steps. In this context, we
explain the fundamental procedure on the basis of an architecture which
includes partial scoring functions for quantitative as well as qualitative data
(see chart 36).

The individual steps leading to the overall scoring function are very similar
for quantitative and qualitative data. For this reason, detailed descriptions of the
individual steps are based only on quantitative data in order to avoid repetition.
The procedure is described for qualitative data only in the case of special char-
acteristics.

5.2.1 Univariate Analyses
The purpose of univariate analyses is to identify creditworthiness characteristics
which make sense in the business context, can be surveyed with some ease, and
show high discriminatory power for the purpose of developing the scoring func-
tion. The result of these analyses is a shortlist of fundamentally suitable credit-
worthiness characteristics. Preselecting creditworthiness characteristics reduces
the complexity of the ensuing multivariate analyses, thus facilitating the process
substantially.

The steps shown in chart 36 are described in detail below for quantitative
data (e.g. from balance sheet analysis).

Developing a Catalog of Indicators
The first step is to develop a comprehensive catalog of indicators on the basis of
the quantitative data from the data collection process. This catalog should
include indicators from all business-related information categories which can
support the assessment of a borrower�s situation in terms of assets, finances,
and income. These information categories determine the structure of the
catalog of indicators. The indicators defined for each information category
should ensure that a comprehensive assessment of the area is possible and that
different aspects of each area are covered. For the purpose of assessing individ-
ual aspects, indicators can be included in different variants which may prove to
be more or less suitable in the univariate and multivariate analyses. For this
reason, a very large number of indicators — and in some cases very similar indi-
cators — are defined in order to enable the best variants to be selected later in
the process.

Another condition which indicators have to fulfill is that it must be possible
to calculate them for all of the cases included in a segment. This deserves special
attention in cases where a rating segment contains companies to which simpli-
fied accounting standards apply and for which not all balance sheet items are
available.

In practice, indicators are usually defined in two steps:
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1. In the first step, the quantitative data items are combined to form indicator
components. These indicator components combine the numerous items into
sums which are meaningful in business terms and thus enable the informa-
tion to be structured in a manner appropriate for economic analysis. How-
ever, these absolute indicators are not meaningful on their own.

2. In order to enable comparisons of borrowers, the second step calls for the
definition of relative indicators due to varying sizes. Depending on the type of
definition, a distinction is made between constructional figures, relative fig-
ures, and index figures.51
For each indicator, it is necessary to postulate a working hypothesis which

describes the significance of the indicator in business terms. For example, the
working hypothesis �G > B� means that the indicator will show a higher average
value for good companies than for bad companies. Only those indicators for
which a clear and unmistakable working hypothesis can be given are useful in
developing a rating. The univariate analyses serve to verify whether the pre-
sumed hypothesis agrees with the empirical values.

In this context, it is necessary to note that the existence of a monotonic
working hypothesis is a crucial prerequisite for all of the statistical rating models
presented in chapter 3 (with the exception of artificial neural networks). In
order to use indicators which conform to non-monotonic working hypotheses
such as revenue growth (average growth is more favorable than low or exces-
sively high growth), it is necessary to transform these hypotheses in such a
way that they describe a monotonic connection between the transformed indi-
cator�s value and creditworthiness or the probability of default. The transforma-
tion to default probabilities described below is one possible means of achieving
this end.

Analyzing Indicators for Hypothesis Violations
The process of analyzing indicators for hypothesis violations involves examining
whether the empirically determined relationship confirms the working hypoth-
esis. Only in cases where an indicator�s working hypothesis can be confirmed
empirically is it possible to use the indicator in further analyses. If this is not
the case, the indicator cannot be interpreted in a meaningful way and is thus
unsuitable for the development of a rating system which is comprehensible
and plausible from a business perspective. The working hypotheses formulated
for indicators can be analyzed in two different ways.

The first approach uses a measure of discriminatory power (e.g. the Powerstat
value52) which is already calculated for each indicator in the course of univariate
analysis. In this context, the algorithm used for calculation generally assumes
�G > B� as the working hypothesis for indicators.53 If the resulting discrimina-
tory power value is positive, the indicator also supports the empirical hypothesis
G > B. In the case of negative discriminatory power values, the empirical
hypothesis is G< B. If the sign before the calculated discriminatory power value
does not agree with that of the working hypothesis, this is considered a violation
of the hypothesis and the indicator is excluded from further analyses. Therefore,
51 For more information on defining indicators, see BAETGE, J./HEITMANN, C., Kennzahlen.
52 Powerstat (Gini coefficient, accuracy ratio) and alternative measures of discriminatory power are discussed in section 6.2.1.
53 In cases where the working hypothesis is �G < B,� the statements made further below are inverted.
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an indicator should only be used in cases where the empirical value of the indi-
cator in question agrees with the working hypothesis at least in the analysis sam-
ple. In practice, working hypotheses are frequently tested in the analysis and val-
idation samples as well as the overall sample.

One alternative is to calculate the medians of each indicator separately for
the good and bad borrower groups. Given a sufficient quantity of data, it is also
possible to perform this calculation separately for all time periods observed.
This process involves reviewing whether the indicator�s median values differ sig-
nificantly for the good and bad groups of cases and correspond to the working
hypothesis (e.g. for G> B: the group median for good cases is greater than the
group median for bad cases). If this is not the case, the indicator is excluded
from further analyses.

Analyzing the Indicators� Availability and Dealing with Missing Values
The analysis of an indicator�s availability involves examining how often an

indicator cannot be calculated in relation to the overall sample of cases. We
can distinguish between two cases in which indicators cannot be calculated:
— The information necessary to calculate the indicator is not available in the

bank because it cannot be determined using the bank�s operational processes
or IT applications. In such cases, it is necessary to check whether the use of
this indicator is relevant to credit ratings and whether it will be possible to
collect the necessary information in the future. If this is not the case, the
rating model cannot include the indicator in a meaningful way.

— The indicator cannot be calculated because the denominator is zero in a divi-
sion calculation. This does not occur very frequently in practice, as indica-
tors are preferably defined in such a way that this does not happen in mean-
ingful financial base values.
In multivariate analyses, however, a value must be available for each indica-

tor in each case to be processed, otherwise it is not possible to determine a rat-
ing for the case. For this reason, it is necessary to handle missing values accord-
ingly. It is generally necessary to deal with missing values before an indicator is
transformed.

In the process of handling missing values, we can distinguish between four
possible approaches:
3. Cases in which an indicator cannot be calculated are excluded from the

development sample.
4. Indicators which do not attain a minimum level of availability are excluded

from further analyses.
5. Missing indicator values are included as a separate category in the analyses.
6. Missing values are replaced with estimated values specific to each group.

Procedure (1) is often impracticable because it excludes so many data records
from analysis that the data set may be rendered empirically invalid.

Procedure (2) is a proven method of dealing with indicators which are diffi-
cult to calculate. The lower the fraction of valid values for an indicator in a sam-
ple, the less suitable the indicator is for the development of a rating because its
value has to be estimated for a large number of cases. For this reason, it is nec-
essary to define a limit up to which an indicator is considered suitable for rating
development in terms of availability. If an indicator can be calculated in less than
approximately 80% of cases, it is not possible to ensure that missing values can
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be handled in a statistically valid manner.54 In such cases, the indicator has to be
excluded from the analysis.

Procedure (3) is very difficult to apply in the development of scoring func-
tions for quantitative data, as a missing value does not constitute independent
information. However, for qualitative data it is entirely possible to use missing
values as a separate category in the development of scoring functions. Due to
the ordinal nature of this type of data, it is indeed possible to determine a con-
nection between a value which cannot be determined and its effects on credit-
worthiness. For this reason, Procedure (3) can only be used successfully in the
case of qualitative data.

For quantitative analyses, Procedure (4) is a suitable and statistically valid pro-
cedure for handling missing indicator values which reach the minimum survey-
ability level of 80% but are not valid in all cases. Suitable group-specific esti-
mates include the medians for the groups of good and bad cases. The use of
group-specific averages is not as suitable because averages can be dominated
heavily by outliers within the groups. Group-specific estimates are essential
in the analysis sample because the indicator�s univariate discriminatory power
cannot be analyzed optimally in the overall scoring function without such
groupings. In the validation sample, the median of the indicator value for all
cases is applied as the general estimate.
— Estimate for analysis sample: Separate medians of the indicator for good and

bad cases.
— Estimate for validation sample: Median of the indicator for all cases.

As the validation sample is intended to simulate the data to be assessed with
the rating model in the future, the corresponding estimate does not differentiate
between good and bad cases. If a group-specific estimate were also used here,
the discriminatory power of the resulting rating model could easily be overes-
timated using unknown data.

The result of the process of handling missing values is a database in which a
valid value can be found for each shortlisted indicator in each case. This database
forms the basis for multivariate analyses in the development of partial scoring
functions for quantitative data.

Analysis of Univariate Discriminatory Power
In order to be used in a statistically valid manner, an indicator has to exhibit a
certain level of discriminatory power in the univariate context. However, uni-
variate discriminatory power only serves as an indication that the indicator
is suitable for use within a rating model. Indicators which do not attain a
discriminatory value which differs significantly from zero do not support their
working hypotheses and should thus be excluded from the final rating model
wherever possible.

In any case, it is necessary to perform the analysis of the indicators� univari-
ate discriminatory power before handling missing values. Only those cases
which return valid indicator values — not those with missing or invalid values
— should be used in the univariate discriminatory power analyses.

54 Cf. also HEITMANN, C., Neuro-Fuzzy, p. 139 f.; JERSCHENSKY, A., Messung des Bonit�tsrisikos von Unternehmen, p. 137;
THUN, C., Entwicklung von Bilanzbonit�tsklassifikatoren, p. 135.
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Transformation of Indicators
In order to make it easier to compare and process the various indicators in
multivariate analyses, it is advisable to transform the indicators using a uniform
scale. Due to the wide variety of indicator definitions used, the indicators will
be characterized by differing value ranges. While the values for a constructional
figure generally fall within the range ½0; 1�, as in the case of expense rates, rel-
ative figures are seldom restricted to predefined value intervals and can also be
negative. The best example is return on equity, which can take on very low
(even negative) as well as very high values. Transformation standardizes the
value ranges for the various indicators using a uniform scale.

One transformation commonly used in practice is the transformation of indi-
cators into probabilities of default (PD). In this process, the average default rates
for disjunct intervals in the indicators� value ranges are determined empirically
for the given sample. For each of these intervals, the default rate in the sample is
calculated. The time horizon chosen for the default rate is generally the
intended forecasting horizon of the rating model. The nodes calculated in this
way (average indicator value and default probability per interval) are connected
by nonlinear interpolation. The following logistic function might be used for
interpolation:

TI ¼ lþ u� l

1þ expð�aI þ bÞ :

In this equation, K and TK represent the values of the untransformed and
transformed indicator, and o and u represent the upper and lower limits of the
transformation. The parameters a and b determine the steepness of the curve
and the location of the inflection point. The parameters a, b, u, and o have
to be determined by nonlinear interpolation.

The result of the transformation described above is the assignment of a sam-
ple-based default probability to each possible indicator value. As the resulting
default probabilities lie within the range ½u; o�, outliers for very high or very
low indicator values are effectively offset by the S-shaped curve of the interpo-
lation function.

It is important to investigate hypothesis violations using the untransformed
indicator because every indicator will meet the conditions of the working
hypothesis G< B after transformation into a default probability. This is plausible
because transformation into PD values indicates the probability of default on the
basis of an indicator value. The lower the probability of default is, the �better�
the borrower is.

Analyzing Indicator Correlations
The analysis of each indicator for hypothesis violations, discriminatory power
and availability can serve to reduce the size of the indicator catalog substantially.
However, the remaining indicators will show more or less strong similarities or
correlations. In general, similar indicators depict the same information. For this
reason, it is advantageous to use uncorrelated indicators wherever possible
when developing a rating model, as this will ensure that the rating reflects var-
ious information categories. In addition, high correlations can lead to stability
problems in the estimation of coefficients for the scoring functions. In such
cases, the estimation algorithm used will not be able to uniquely identify the
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coefficients of the linear combinations of indicators. The relevant literature does
not indicate any binding guidelines for the maximum size of correlations
between indicators. As a rule of thumb, however, pairs of indicators which show
correlation coefficients greater than 0.3 should only be included in scoring
functions with great caution.

One tool which can be used to examine indicator correlations is hierarchical
cluster analysis.55 Hierarchical cluster analysis involves creating groups (i.e. clus-
ters) of indicators which show high levels of correlation within the clusters but
only low levels of correlation between the various clusters.56

Those indicators which return high Powerstat values are selected from the
clusters created. Indicators which have very similar definitions (e.g. various
types of return) but for which it is not possible to decide at the time of cluster
analysis which variant will be most suitable can be used in parallel in multivari-
ate analysis. For the sake of the model�s stability, however, it is advisable to avoid
including highly correlated variables in the final rating model.

5.2.2 Multivariate Analysis
Indicator preselection yields a shortlist of indicators, and the objective of multi-
variate analysis is to develop a scoring function for these indicators. In this
section, we present a scoring function for quantitative data. The procedure
for developing scoring functions for qualitative information categories is analo-
gous. The catalogs of indicators/questions reduced in univariate analyses form
the basis for this development process.

In practice, banks generally develop multiple scoring functions in parallel
and then select the function which is most suitable for the overall rating model.
The following general requirements should be imposed on the development of
the scoring functions:
— Objective indicator selection based on the empirical procedure
— Attainment of high discriminatory power

For this purpose, as few indicators as possible should be used in order to
increase the stability of the scoring function and to ensure an efficient rating
procedure.

— Inclusion of as many different information categories as possible (e.g. assets
situation, financial situation, income situation)

— Explicit selection or explicit exclusion of certain indicators in order to
enhance or allow statements which are meaningful in business terms
On the basis of the shortlist of indicators, various scoring functions are

then determined with attention to the requirements listed above. Banks which
use discriminant analyses or regression models can estimate the indicators�
coefficients using optimization algorithms from statistics software programs.
The scoring function�s coefficients are always optimized using the data in the
analysis sample. The validation sample serves the exclusive purpose of testing

55 Cf. BACKHAUS ET AL., Multivariate Analysemethoden, chapter 6.
56 Rank order correlation (Spearman correlation) is an especially well suited measure of correlation in untransformed indicators.

In comparison to the more commonly used Pearson correlation, this method offers the advantage of performing calculations using
only the ranks of indicator values, not the indicator values themselves. Rank order correlation also delivers suitable results for
indicators which are not normally distributed and for small samples. For this reason, this method can be applied in particular to
indicators which are not uniformly scaled. Cf. SACHS, L., Angewandte Statistik, sections 5.2/5.3.
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the scoring functions developed using the analysis sample (see also section
5.1.3).

The final scoring function can be selected from the body of available func-
tions according to the following criteria, which are explained in greater detail
further below:
— Checking the signs of coefficients
— Discriminatory power of the scoring function
— Stability of discriminatory power
— Significance of individual coefficients
— Coverage of relevant information categories

Checking the Signs of Coefficients
The coefficients determined in the process of developing the model have to be
in line with the working business hypotheses postulated for the indicators.
Therefore, indicators for which the working hypothesis is G> B should be input
with positive signs, while indicators whose hypotheses are G<B should be
entered with negative signs if larger function values are to indicate higher levels
of creditworthiness.57 In cases where this sign rule is violated, it is necessary to
eliminate the scoring function because it cannot be interpreted in meaningful
business terms. This situation arises frequently in the case of highly correlated
indicators with unstable coefficients. For this reason, it is often possible to rem-
edy this error by changing the indicators selected.

If all of the indicators to be included in the scoring function have been trans-
formed into a uniform working hypotheses (e.g. by transforming them into
default probabilities, cf. section 5.2.1), all coefficients have to bear the same
sign.

Discriminatory Power of the Scoring Function
In cases where multiple scoring functions with plausible coefficients are availa-
ble, the discriminatory power of the scoring functions for the forecasting hori-
zon serves as the decisive criterion. In practice, discriminatory power is fre-
quently measured using Powerstat values.58

Stability of Discriminatory Power
In addition to the level of discriminatory power, its stability is also a significant
factor. In this context, it is necessary to differentiate between the stability of the
scoring function when applied to unknown data (out-of-sample validation) and
its stability when applied to longer forecasting horizons.

Scoring functions for which discriminatory power turns out to be substan-
tially lower for the validation sample (see section 5.1.3) than for the analysis
sample are less suitable for use in rating models because they fail when applied
to unknown data. When selecting scoring functions, therefore, it is important
to favor those functions which only show a slight decrease in discriminatory
power in out-of-sample validation or in the calculation of average discri-
minatory power using the bootstrap method. In general, further attempts to
57 If higher function values imply lower creditworthiness, for example in the logistic regression results (which represent default

probabilities), the signs are reversed.
58 Powerstat (Gini coefficient, accuracy ratio) and alternative measures of discriminatory power are discussed in section 6.2.1.
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optimize the model should be made in cases where the difference in discrimi-
natory power between the analysis and validation samples exceeds 10% as meas-
ured in Powerstat values.

Moreover, the stability of discriminatory power in the analysis and validation
samples also has to be determined for time periods other than the forecasting
horizon used to develop the model. Suitable scoring functions should show
sound discriminatory power for forecasting horizons of 12 months as well as
longer periods.

Significance of Individual Coefficients
In the optimization of indicator coefficients, a statistical hypothesis in the form
of �coefficient ? 0� is postulated. This hypothesis can be tested using the signifi-
cance measures (e.g. F-Tests) produced by most optimization programs.59 On
the basis of this information, it is also possible to realize algorithms for auto-
matic indicator selection. In this context, all indicators whose optimized coef-
ficients are not equal to zero at a predefined level of significance are selected
from the sample. These algorithms are generally included in software packages
for multivariate analysis.60

Coverage of Relevant Information Categories
An important additional requirement condition in the development of scoring
functions is the coverage of all information categories (where possible). This
ensures that the rating represents a holistic assessment of the borrower�s eco-
nomic situation.

Should multivariate analysis yield multiple scoring functions which are
equivalent in terms of the criteria described, the scoring function which con-
tains the most easily understandable indicators should be chosen. This will also
serve to increase user acceptance.

Once the scoring function has been selected, it is possible to scale the score
values (e.g. to a range of 0 to 100). This enables partial scores from various
information categories to be presented in a simpler and more understandable
manner.

5.2.3 Overall Scoring Function
If separate partial scoring functions are developed for quantitative and qualita-
tive data, these functions have to be linked in the model�s architecture to form
an overall scoring function. The objective in this context is to determine the
optimum weighting of the two data types.

In general, the personal traits of the business owner or manager influence
the credit quality of enterprises in smaller-scale rating segments more heavily
than in larger companies. For this reason, we can observe in practice that the
influence of qualitative information categories on each overall scoring function
increases as the size of the enterprises in the segment decreases. However, the
weighting shown in chart 37 is only to be seen as a rough guideline and not as a
binding requirement of all rating models suitable for use in practice.

59 Cf. (for example) SACHS, L., Angewandte Statistik, section 3.5.
60 e.g. SPSS.
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Chart 37: Significance of Quantitative and Qualitative Data in Different Rating Segments

In individual cases, banks can choose various approaches to attaining the
optimum weighting of partial scoring functions in terms of discriminatory
power. These approaches include the following:
— Optimization using multivariate discriminant analysis
— Optimization using a regression model
— Purely heuristic weighting of partial scoring functions
— Combined form: Heuristic definition of weights based on statistical results

Using statistical models offers the advantage of allowing the bank to deter-
mine the optimum weighting of partial scores objectively with a view to improv-
ing discriminatory power.

As an alternative, it is possible to assign relative weights to partial scoring
functions exclusively on the basis of expert judgment. This would bring about
a higher level of user acceptance, but it also has the disadvantage of potentially
high losses in discriminatory power compared to the optimum level which can
be attained using statistical methods.

Therefore, hybrid forms which use linear combination for partial scoring
functions are common in practice. For this purpose, the Powerstat value of
the overall scoring function for both the analysis and validation samples is cal-
culated for various linear weighting possibilities (see chart 38). This makes it
possible to define a range for overall scoring functions with very high discrim-
inatory power.

Finally, the opinions of credit business practitioners are used to determine
the weighting within the range identified. In summary, this approach offers the
following advantages:
— It makes the influence of quantitative and qualitative data on the credit rating

transparent due to the use of linear weighting.
— It ensures high user acceptance due to the inclusion of expert opinions.
— It also ensures high discriminatory power due to the inclusion of statistical

methods.
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Chart 38: Example of Weighting Optimization for Partial Scoring Functions

5.3 Calibrating the Rating Model
The objective of calibration is to assign a default probability to each possible
overall score, which may be a grade or other score value. The default probabil-
ities themselves can be classified into as many as about 20 rating classes, mainly
in order to facilitate reporting. Assigning default probabilities to rating results is
crucial in order to meet the minimum requirements of the IRB approach under
Basel II and the proposed EU directive.61

In order to fulfill these minimum requirements, the rating scale used has to
include at least seven rating classes (i.e. grades) for non-defaulted borrowers
and one class for defaulted borrowers, except in the retail segment.62

In practice, banks frequently use what is referred to as a master scale, that is, a
uniform rating scale which is used throughout the bank and into which all rating
results for segment-specific rating procedures are mapped. The advantage of this
approach is the resulting comparability of rating results across all rating segments.

As each segment is characterized by specific features, especially with regard
to average default probability rates, separate segment-specific calibration is nec-
essary for each rating model. In the calibration process, the bandwidth of rating
results (e.g. score value ranges) to be assigned to each rating class on the master
scale is determined (see chart 39). With regard to model types, the following
factors are to be differentiated in calibration:
— Logistic regression (see section 3.2.2) already yields rating results in the form

of sample-dependent default probabilities, which may have to be rescaled to
each segment�s average default probability (see section 5.3.1).

61 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-1, No. 1.
62 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 8.
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— For all other statistical and heuristic rating models, it is necessary to assign
default probabilities in the calibration process. In such cases, it may also
be necessary to rescale results in order to offset sample effects (see section
5.3.2).

— The option pricing model already yields sample-independent default proba-
bilities.

Chart 39: Calibration Scheme

5.3.1 Calibration for Logistic Regression
The results output by logistic regression are already in the form of default prob-
abilities. The average of these default probabilities for all cases in the sample
corresponds to the proportion of bad cases included a priori in the analysis sam-
ple. If logistic regression is only one of several modules in the overall rating
model (e.g. in hybrid systems) and the rating result cannot be interpreted
directly as a default probability, the procedure described under 5.3.2 is to be
applied.

Rescaling default probabilities is therefore necessary whenever the propor-
tion of good and bad cases in the sample does not match the actual composition
of the portfolio in which the rating model is meant to be used. This is generally
the case when the bank chooses not to conduct a full data survey. The average
default probability in the sample is usually substantially higher than the port-
folio�s average default probability. This is especially true in cases where pre-
dominantly bad cases are collected for rating system development.

In such cases, the sample default probabilities determined by logistic regres-
sion have to be scaled to the average market or portfolio default probability. The
scaling process is performed in such a way that the segment�s �correct� average
default probability is attained using a sample which is representative of the seg-
ment (see chart 39). For example, it is possible to use all good cases from the
data collected as a representative sample, as these represent the bank�s actual
portfolio to be captured by the rating model.

In order to perform calibration, it is necessary to know the segment�s aver-
age default rate. This rate can be estimated using credit reporting information,
for example. In this process, it is necessary to ensure that external sources are in
a position to delineate each segment with sufficient precision and in line with
the bank�s in-house definitions.
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In addition, it is necessary to pay attention to the default criterion used by
the external source. If this criterion does not match the one used in the process
of developing the rating model, it will be necessary to adjust estimates of the
segment�s average default rate. If, for example, the external information source
deviates from Basel II guidelines and uses the declaration of bankruptcy as the
default criterion, and if the �loan loss provision� criterion is used in developing
the model, the segment�s estimated average default probability according to the
external source will have to be adjusted upward. This is due to the fact that not
every loan loss provision leads to bankruptcy and therefore more loan loss pro-
vision defaults than bankruptcy defaults occur.

Sample default rates are not scaled directly by comparing the default prob-
abilities in the sample and the portfolio, but indirectly using relative default fre-
quencies (RDFs), which represent the ratio of bad cases to good cases in the
sample.

RDF is directly proportional to the general probability of default (PD):

RDF ¼ PD

1� PD
or PD ¼ RDF

1þRDF

The process of rescaling the results of logistic regression involves six steps:
1. Calculation of the average default rate resulting from logistic regression

using a sample which is representative of the non-defaulted portfolio
2. Conversion of this average sample default rate into RDFsample
3. Calculation of the average portfolio default rate and conversion into

RDFportfolio
4. Representation of each default probability resulting from logistic regression

as RDFunscaled
5. Multiplication of RDFunscaled by the scaling factor specific to the rating

model
RDFscaled ¼ RDFunscaled �

RDFportfolio

RDFsample

6. Conversion of the resulting scaled RDF into a scaled default probability.
This makes it possible to calculate a scaled default probability for each

possible value resulting from logistic regression. Once these default probabil-
ities have been assigned to grades in the rating scale, the calibration is com-
plete.

5.3.2 Calibration in Standard Cases
If the results generated by the rating model are not already sample-dependent
default probabilities but (for example) score values, it is first necessary to assign
default probabilities to the rating results. One possible way of doing so is out-
lined below. This approach includes rescaling as discussed in 5.3.1).
7. The rating model�s value range is divided into several intervals according to

the granularity of the value scale and the quantity of data available. The
intervals should be defined in such a way that the differences between the
corresponding average default probabilities are sufficiently large, and at
the same time the corresponding classes contain a sufficiently large number
of cases (both good and bad). As a rule, at least 100 cases per interval are
necessary to enable a fairly reliable estimate of the default rate. A minimum
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of approximately 10 intervals should be defined.63 The interval widths do
not necessarily have to be identical.

8. An RDFunscaled is calculated for each interval. This corresponds to the ratio
of bad cases to good cases in each score value interval of the overall sample
used in rating development.

9. Multiplication of RDFunscaled by the rating model�s specific scaling factor,
which is calculated as described in section 5.3.1:

RDFscaled ¼ RDFunscaled �
RDFportfolio

RDFsample

10.Conversion of RDFscaled into scaled probabilities of default (PD) for each
interval.
This procedure assigns rating model�s score value intervals to scaled default

probabilities. In the next step, it is necessary to apply this assignment to all of
the possible score values the rating model can generate, which is done by means
of interpolation.

If rescaling is not necessary, which means that the sample already reflects the
correct average default probability, the default probabilities for each interval are
calculated directly in step 2 and then used as input parameters for interpolation;
steps 3 and 4 can thus be omitted.

For the purpose of interpolation, the scaled default probabilities are plotted
against the average score values for the intervals defined. As each individual
score value (and not just the interval averages) is to be assigned a probability
of default, it is necessary to smooth and interpolate the scaled default probabil-
ities by adjusting them to an approximation function (e.g. an exponential func-
tion).

Reversing the order of the rescaling and interpolation steps would lead to a
miscalibration of the rating model. Therefore, if rescaling is necessary, it should
always be carried out first.

Finally, the score value bandwidths for the individual rating classes are
defined by inverting the interpolation function. The rating model�s score values
to be assigned to individual classes are determined on the basis of the defined
PD limits on the master scale.

As �only� the data from the collection stage can be used to calibrate the over-
all scoring function and the estimation of the segments� average default proba-
bilities frequently involves a certain level of uncertainty, it is essential to validate
the calibration regularly using a data sample gained from ongoing operation of
the rating model in order to ensure the functionality of a rating procedure (cf.
section 6.2.2). Validating the calibration in quantitative terms is therefore one
of the main elements of rating model validation, which is discussed in detail in
chapter 6.

63 In the case of databases which do not fulfill these requirements, the results of calibration are to be regarded as statistically
uncertain. Validation (as described in section 6.2.2) should therefore be carried out as soon as possible.
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5.4 Transition Matrices
The rating result generated for a specific customer64 can change over time. This
is due to the fact that a customer has to be re-rated regularly both before and
after the conclusion of a credit agreement due to regulatory requirements and
the need to ensure the regular and current monitoring of credit risk from a busi-
ness perspective. In line with best business practices, the requirements arising
from Basel II call for ratings to be renewed regularly (at least on an annual
basis); this is to be carried at even shorter intervals in the case of noticeably
higher risk.65 This information can be used to improve risk classification and
to validate rating models.

In addition to the exact assignment of default probabilities to the individual
rating classes (a process which is first performed only for a defined time horizon
of 12 months), it is also possible to determine how the rating will change in the
future for longer-term credit facilities. The transition matrices specific to each
rating model indicate the probability of transition for current ratings (listed in
columns) to the various rating classes (listed in rows) during a specified time
period. In practice, time periods of one or more years are generally used for
this purpose.

This section only presents the methodical fundamentals involved in deter-
mining transition matrices. Their application, for example in risk-based pricing,
is not covered in this document. For information on back-testing transition
matrices, please refer to section 6.2.3.

5.4.1 The One-Year Transition Matrix
In order to calculate the transition matrix for a time horizon of one year, it is
necessary to identify the rating results for all customers rated in the existing
data set and to list these results over a 12-month period. Using this data, all
observed changes between rating classes are counted and compiled in a table.
Chart 40 gives an example of such a matrix.

Chart 40: Matrix of Absolute Transition Frequencies (Example)

64 The explanations below also apply analogously to transaction-specific ratings.
65 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, Nos. 27 and 29.
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With regard to the time interval between consecutive customer ratings, it is
necessary define a margin of tolerance for the actual time interval between rat-
ing results for, as the actual intervals will only rarely be exactly one year. In this
context, it is necessary to ensure that the average time interval for the rating
pairs determined matches the time horizon for which the transition matrix is
defined. At the same time, the range of time intervals around this average
should not be so large that a valid transition matrix cannot be calculated.
The range of time intervals considered valid for calculating a transition matrix
should also be consistent with the bank�s in-house guidelines for assessing
whether customer re-ratings are up to date and performed regularly.

Actual credit defaults are frequently listed as a separate class (i.e. in their
own column). This makes sense insofar as a default describes the transition
of a rated borrower to the �defaulted loans� class.

Frequently cases will accumulate along the main diagonal of the matrix.
These cases represent borrowers which did not migrate from their original
rating class over the time horizon observed. The other borrowers form a band
around the main diagonal, which becomes less dense with increasing distance
from the diagonal. This concentration around the main diagonal correlates with
the number of existing rating classes as well as the stability of the rating proce-
dure. The more rating classes a model uses, the more frequently rating classes
will change and the lower the concentration along the main diagonal will be.
The same applies in the case of decreasing stability in the rating procedure.

In order to calculate transition probabilities, it is necessary to convert the
absolute numbers into percentages (row probabilities). The resulting probabil-
ities indicate the fraction of cases in a given class which actually remained in
their original class. The transition probabilities of each row — including the
default probability of each class in the last column — should add up to 100%.

Chart 41: Empirical One-Year Transition Matrix

Especially with a small number of observations per matrix field, the empir-
ical transition matrix derived in this manner will show inconsistencies. Incon-
sistencies refer to situations where large steps in ratings are more probable than
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smaller steps in the same direction for a given rating class, or where the prob-
ability of ending up in a certain rating class is more probable for more remote
rating classes than for adjacent classes. In the transition matrix, inconsistencies
manifest themselves as probabilities which do not decrease monotonically as
they move away from the main diagonal of the matrix. Under the assumption
that a valid rating model is used, this is not plausible.

Inconsistencies can be removed by smoothing the transition matrix.
Smoothing refers to optimizing the probabilities of individual cells without vio-
lating the constraint that the probabilities in a row must add up to 100%. As a
rule, smoothing should only affect cell values at the edges of the transition
matrix, which are not statistically significant due to their low absolute transition
frequencies. In the process of smoothing the matrix, it is necessary to ensure
that the resulting default probabilities in the individual classes match the default
probabilities from the calibration.

Chart 42 shows the smoothed matrix for the example given above. In this
case, it is worth noting that the default probabilities are sometimes higher than
the probabilities of transition to lower rating classes. These apparent inconsis-
tencies can be explained by the fact that in individual cases the default event
occurs earlier than rating deterioration. In fact, it is entirely conceivable that
a customer with a very good current rating will default, because ratings only
describe the average behavior of a group of similar customers over a fairly long
time horizon, not each individual case.

Chart 42: Smoothed Transition Matrix (Example)

Due to the large number of parameters to be determined, the data require-
ments for calculating a valid transition matrix are very high. For a rating model
with 15 classes plus one default class (as in the example above), it is necessary to
compute a total of 225 transition probabilities plus 15 default probabilities. As
statistically valid estimates of transition frequencies are only possible given a suf-
ficient number of observations per matrix field, these requirements amount to
several thousand observed rating transitions — assuming an even distribution of
transitions across all matrix fields. Due to the generally observed concentration
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around the main diagonal, however, the actual requirement for valid estimates
are substantially higher at the edges of the matrix.

5.4.2 Multi-Year Transition Matrices
If a sufficiently large database is available, multi-year transition matrices can be
calculated in a manner analogous to the procedure described above using the
corresponding rating pairs and a longer time interval.

If it is not possible to calculate multi-year transition matrices empirically,
they can also be determined on the basis of the one-year transition matrix.
One procedure which is common in practice is to assume stationarity or the
Markov property in the one-year transition matrix, and to calculate the n-year
transition matrix by raising the one-year matrix to the nth power. In this way,
for example, the two-year transition matrix is calculated by multiplying the
one-year matrix by itself.

In order to obtain useful results with this procedure, it is important to note
that the stationarity assumption is not necessarily fulfilled for a transition
matrix. In particular, economic fluctuations have a strong influence on the ten-
dency of rating results to deteriorate or improve, meaning that the transition
matrix is not stable over longer periods of time. Empirically calculated
multi-year transition matrices are therefore preferable to calculated transition
matrices. In particular, the multi-year (cumulative) default rates in the last col-
umn of the multi-year transition matrix can often be calculated directly in the
process of calibrating and back-testing rating models.

In the last column of the n-year matrix (default), we see the cumulative
default rate (cumDR). For each rating class, this default rate indicates the prob-
ability of transition to the default class within n years. Chart 43 shows the cumu-
lative default rates of the rating classes in the example used here.

The cumulative default rates should exhibit the following two properties:
1. In each rating class, the cumulative default rates increase along with the

length of the term and approach 100% over infinitely long terms.
2. If the cumulative default rates are plotted over various time horizons, the

curves of the individual rating classes do not intersect, that is, the cumula-
tive default rate in a good rating class will be lower than in the inferior
classes for all time horizons.
The first property of cumulative default probabilities can be verified easily:

— Over a 12-month period, we assume that the rating class-dependent prob-
ability of observing a default in a randomly selected loan equals 1%, for
example.

— If this loan is observed over a period twice as long, the probability of default
would have to be greater than the default probability for the first 12 months
(1%), as the probability of default for the second year cannot become zero
even if the case migrates to a different rating class at the end of the first year.

— Accordingly, the cumulative default probabilities for 3, 4, 5, and more years
form a strictly monotonic ascending sequence. This sequence has an upper
limit (maximum probability of default for each individual case ¼ 100 %)
and is therefore convergent.
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— The limit of this sequence is 100%, as over an infinitely long term every loan
will default due to the fact that the default probability of each rating class
cannot equal zero.
The property of non-intersection in the cumulative default probabilities of

the individual rating classes results from the requirement that the rating model
should be able to yield adequate creditworthiness forecasts not only for a short
time period but also over longer periods. As the cumulative default probability
correlates with the total risk of a loan over its multi-year term, consistently
lower cumulative default probabilities indicate that (ceteris paribus) the total
risk of a loan in the rating class observed is lower than that of a loan in an infe-
rior rating class.

Chart 43: Cumulative Default Rates (Example: Default Rates on a Logarithmic Scale)

The cumulative default rates are used to calculate the marginal default rates
(margDR) for each rating class. These rates indicate the change in cumulative
default rates from year to year, that is, the following applies:

margDR;n ¼
cumDR;n

cumDR;n � cumDR;n�1

�
for n ¼ 1 year
for n ¼ 2, 3, 4 ... years

Due to the fact that cumulative default rates ascend monotonically over
time, the marginal default rates are always positive. However, the curves of
the marginal default rates for the very good rating classes will increase monot-
onically, whereas monotonically decreasing curves can be observed for the very
low rating classes (cf. chart 44). This is due to the fact that the good rating
classes show a substantially larger potential for deterioration compared to the
very bad rating classes. The rating of a loan in the best rating class cannot
improve, but it can indeed deteriorate; a loan in the second-best rating class
can only improve by one class, but it can deteriorate by more than one class,
etc. The situation is analogous for rating classes at the lower end of the scale.
For this reason, even in a symmetrical transition matrix we can observe an ini-
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tial increase in marginal default rates in the very good rating classes and an initial
decrease in marginal default probabilities in the very poor rating classes. From
the business perspective, we know that low-rated borrowers who �survive� sev-
eral years pose less risk than loans which are assigned the same rating at the
beginning but default in the meantime. For this reason, in practice we can also
observe a tendency toward lower growth in cumulative default probabilities in
the lower rating classes.

Chart 44: Marginal Default Rates (Example: Default Rates on a Logarithmic Scale)

Conditional default rates (condDR) indicate the probability that a borrower
will default in the nth year assuming that the borrower has survived the first
(n-1) years. These conditional default rates can be calculated using cumulative
and marginal default rates as follows:

condDR;n ¼
margDR;n

margDR;n

1� cumDR;n�1

8<
:

for n ¼ 1 year

for n ¼ 2, 3, 4 ... years

Chart 45 shows the curve of conditional default rates for each rating class. In
this context, it is necessary to ensure that the curves for the lower rating classes
remain above those of the good rating classes and that none of the curves inter-
sect. This reflects the requirement that a rating model should be able to discrim-
inate creditworthiness and classify borrowers correctly over several years.
Therefore, the conditional probabilities also have to show higher values in later
years for a borrower who is initially rated lower than for a borrower who is ini-
tially rated higher. In this context, conditional default probabilities account for
the fact that defaults cannot have happened in previous years when borrowers
are compared in later years.
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Chart 45: Conditional Default Rates (Example: Default Rates on a Logarithmic Scale)

When the Markov property is applied to the transition matrix, the condi-
tional default rates converge toward the portfolio�s average default probability
for all rating classes as the time horizon becomes longer. In this process, the
portfolio attains a state of balance in which the frequency distribution of the
individual rating classes no longer shifts noticeably due to transitions. In prac-
tice, however, such a stable portfolio state can only be observed in cases where
the rating class distribution remains constant in new business and general cir-
cumstances remain unchanged over several years (i.e. seldom).

6 Validating Rating Models
The term �validation� is defined in the minimum requirements of the IRB
approach as follows:

The institution shall have a regular cycle of model validation that includes mon-
itoring of model performance and stability; review of model relationships; and testing
of model outputs against outcomes.66

Chart 46 below gives an overview of the essential aspects of validation.
The area of quantitative validation comprises all validation procedures in

which statistical indicators for the rating procedure are calculated and inter-
preted on the basis of an empirical data set. Suitable indicators include the
model�s a and b errors, the differences between the forecast and realized default
rates of a rating class, or the Gini coefficient and AUC as measures of discrim-
inatory power.

In contrast, the area of qualitative validation fulfills the primary task of
ensuring the applicability and proper application of the quantitative methods
in practice. Without a careful review of these aspects, the rating�s intended pur-
pose cannot be achieved (or may even be reversed) by unsuitable rating proce-
dures due to excessive faith in the model.67
66 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 18.
67 Cf. EUROPEAN COMMISSION, Annex D-5, No. 41 ff.
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Chart 46: Aspects of Rating Model Validation68

Chart 47: Validation Procedure for Rating Models

These two aspects of validation complement each other. A rating procedure
should only be applied in practice if it receives a positive assessment in the
qualitative area. A positive assessment only in quantitative validation is not suf-
ficient. This also applies to rating procedures used within an IRB approach.

68 Adapted from DEUTSCHE BUNDESBANK, Monthly Report for September 2003, Approaches to the validation of internal
rating systems.
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Conversely, a negative quantitative assessment should not be considered
decisive to the general rejection of a rating procedure. This is especially true
because the statistical estimates themselves are subject to random fluctuations,
and the definition of a suitable tolerance range allows a certain degree of free-
dom in the interpretation of analysis results. It is therefore necessary to place
greater emphasis on qualitative validation.

With regard to validation, Basel II imposes the following additional require-
ments on banks using the IRB approach:

The validation process must be described in the rating model�s documenta-
tion. This is an explicit69 requirement for statistical models, for which validation
is already an essential factor in model development. In this family of models,
validation must also include out-of-sample and out-of-time performance tests
which review the behavior of the model�s results using unknown data (i.e. data
not used in developing the model).

The credit risk control unit should be responsible for carrying out the vali-
dation process; in this context, it is especially important to separate validation
activities from the front office.70 However, the organizational aspects of valida-
tion will not be discussed in greater detail here.

Validation methodologies must not be influenced by changes in general eco-
nomic conditions. However, the interpretation of deviations identified in the
validation process between model predictions and reality should take external
influences such as economic cycles into account.71 This is discussed further in
the presentation of stress tests (see section 6.4).

If significant deviations arise between the parameters estimated using the
models and the values actually realized, the models have to be adapted.72

6.1 Qualitative Validation
The qualitative validation of rating models can be divided into three core areas:73
— Model design
— Data quality
— Internal use (�use test�)

Model Design
The model�s design is validated on the basis of the rating model�s documentation.
In this context, the scope, transparency and completeness of documentation are
already essential validation criteria. The documentation of statistical models
should at least cover the following areas:
— Delineation criteria for the rating segment
— Description of the rating method/model type/model architecture used
— Reason for selecting a specific model type
— Completeness of the (best practice) criteria used in the model
— Data set used in statistical rating development
— Quality assurance for the data set

69 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 21.
70 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 39.
71 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 98.
72 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 98.
73 DEUTSCHE BUNDESBANK, Monthly Report for September 2003, Approaches to the validation of internal rating systems.
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— Model development procedure
Model architecture and fundamental business assumptions
Selection and assessment of model parameters
Analyses for model development

— Quality assurance/validation during model development
— Documentation of all model functions
— Calibration of model output to default probabilities
— Procedure for validation/regular review
— Description of the rating process
— Duties and responsibilities with regard to the rating model

For heuristic and causal models, it is possible to omit the description of the
data set and parts of the analysis for model development. However, in these
model families it is necessary to ensure the transparency of the assumptions
and/or evaluations which form the basis of the rating model�s design.

The rating method should be selected with attention to the portfolio segment
to be analyzed and the data available. The various model types and their general
suitability for individual rating segments are described in chapter 4.

The influence of individual factors on the rating result should be comprehen-
sible and in line with the current state of business research and practice. For
example, it is necessary to ensure that the factors in a statistical balance sheet
analysis system are plausible and comprehensible according to the fundamentals
of financial statement analysis.

In statistical models, special emphasis is to be placed on documenting the
model�s statistical foundations, which have to be in line with the standards of
quantitative validation.

Data Quality
In statistical models, data quality stands out as a goodness-of-fit criterion even
during model development. Moreover, a comprehensive data set is an essential
prerequisite for quantitative validation. In this context, a number of aspects have
to be considered:
— Completeness of data in order to ensure that the rating determined is com-

prehensible
— Volume of available data, especially data histories
— Representativity of the samples used for model development and validation
— Data sources
— Measures taken to ensure quality and cleanse raw data.

The minimum data requirements under the draft EU directive only provide
a basis for the validation of data quality.74 Beyond that, the best practices descri-
bed for generating data in rating model development (section 5.1) can be used
as guidelines for validation.

Internal Use (�Use Test�)
Validating the internal use of the rating models (�use test�) refers to the actual
integration of rating procedures and results into the bank�s in-house risk man-
agement and reporting systems. With regard to internal use, the essential

74 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 18, 21, 31—33.
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aspects of the requirements imposed on banks using the IRB approach under
Basel II include:75
— Design of the bank�s internal processes which interface with the rating pro-

cedure as well as their inclusion in organizational guidelines
— Use of the rating in risk management (in credit decision-making, risk-based

pricing, rating-based competence systems, rating-based limit systems, etc.)
— Conformity of the rating procedures with the bank�s credit risk strategy
— Functional separation of responsibility for ratings from the front office

(except in retail business)
— Employee qualifications
— User acceptance of the procedure
— The user�s ability to exercise freedom of interpretation in the rating proce-

dure (for this purpose, it is necessary to define suitable procedures and
process indicators such as the number of overrides)
Banks which intend to use an IRB approach will be required to document

these criteria completely and in a verifiable way. Regardless of this requirement,
however, complete and verifiable documentation of how rating models are used
should form an integral component of in-house use tests for any bank using a
rating system.

6.2 Quantitative Validation
In statistical models, quantitative validation represents a substantial part of
model development (cf. section 5.2). For heuristic and causal models, on the
other hand, an empirical data set is not yet available during rating development.
Therefore, the quantitative validation step is omitted during model develop-
ment in this family of models.

However, quantitative validation is required for all rating models. For this
purpose, validation should primarily use the data gained during practical oper-
ation of the model. Comparison or benchmark data can also be included as a
supplement. This is particularly advisable when the performance of multiple
rating models is to be compared using a common sample.

The criteria to be reviewed in quantitative validation are as follows:76
— Discriminatory power
— Calibration
— Stability

A sufficient data set for quantitative validation is available once all loans have
been rated for the first time (or re-rated) and observed over the forecasting
horizon of the rating model; this is usually the case approximately two years
after a new rating model is introduced.

6.2.1 Discriminatory Power
The term �discriminatory power� refers to the fundamental ability of a rating
model to differentiate between good and bad cases.77 The term is often used
as a synonym for �classification accuracy.� In this context, the categories good

75 DEUTSCHE BUNDESBANK, Monthly Report for September 2003, Approaches to the validation of internal rating systems.
76 DEUTSCHE BUNDESBANK, Monthly Report for September 2003, Approaches to the validation of internal rating systems.
77 Instead of being restricted to borrower ratings, the descriptions below also apply to rating exposures in pools. For this reason, the

terms used are not differentiated.
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and bad refer to whether a credit default occurs (bad) or does not occur (good)
over the forecasting horizon after the rating system has classified the case.

The forecasting horizon for PD estimates in IRB approaches is 12 months.
This time horizon is a direct result of the minimum requirements in the draft
EU directive.78 However, the directive also explicitly requires institutions to
use longer time horizons in rating assessments.79 Therefore, it is also possible
to use other forecasting horizons in order to optimize and calibrate a rating
model as long as the required 12-month default probabilities are still calculated.
In this section, we only discuss the procedure applied for a forecasting horizon
of 12 months.

In practice, the discriminatory power of an application scoring function for
installment loans, for example, is often optimized for the entire period of the
credit transaction. However, forecasting horizons of less than 12 months only
make sense where it is also possible to update rating data at sufficiently short
intervals, which is the case in account data analysis systems, for example.

The discriminatory power of a model can only be reviewed ex post using
data on defaulted and non-defaulted cases. In order to generate a suitable data
set, it is first necessary to create a sample of cases for which the initial rating as
well as the status (good/bad) 12 months after assignment of the rating are
known.

In order to generate the data set for quantitative validation, we first define
two cutoff dates with an interval of 12 months. End-of-year data are often used
for this purpose. The cutoff dates determine the rating�s application period to
be used in validation. It is also possible to include data from several previous
years in validation. This is especially necessary in cases where average default
rates have to be estimated over several years.

Chart 48: Creating a Rating Validation Sample for a Forecasting Horizon of 12 Months

78 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-3, Nos. 1 and 16.
79 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 15.
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The rating information available on all cases as of the earlier cutoff date
(1; see chart 48) is used. The second step involves adding status information as
of the later cutoff date (2) for all cases. In this process, all cases which were
assigned to a default class at any point between the cutoff dates are classified
as bad; all others are considered good. Cases which no longer appear in the sam-
ple as of cutoff date (2) but did not default are also classified as good. In these
cases, the borrower generally repaid the loan properly and the account was
deleted. Cases for which no rating information as of cutoff date (1) is available
(e.g. new business) cannot be included in the sample as their status could not be
observed over the entire forecasting horizon.

Chart 49: Example of Rating Validation Data

Chart 50: Curve of the Default Rate for each Rating Class in the Data Example

On the basis of the resulting sample, various analyses of the rating proce-
dure�s discriminatory power are possible. The example shown in chart 49
forms the basis of the explanations below. The example refers to a rating model
with 10 classes. However, the procedures presented can also be applied to a far
finer observation scale, even to individual score values. At the same time, it is
necessary to note that statistical fluctuations predominate in the case of small
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numbers of cases per class observed, thus it may not be possible to generate
meaningful results.

In the example below, the default rate (i.e. the proportion of bad cases) for
each rating class increases steadily from class 1 to class 10. Therefore, the
underlying rating system is obviously able to classify cases by default probability.
The sections below describe the methods and indicators used to quantify the
discriminatory power of rating models and ultimately to enable statements such
as �Rating system A discriminates better/worse/just as well as rating system B.�

Frequency Distribution of Good and Bad Cases
The frequency density distributions and the cumulative frequencies of good and
bad cases shown in the table and charts below serve as the point of departure for
calculating discriminatory power. In this context, cumulative frequencies are
calculated starting from the worst class, as is generally the case in practice.

Chart 51: Density Functions and Cumulative Frequencies for the Data Example

Chart 52: Curve of the Density Functions of Good/Bad Cases in the Data Example

Rating Models and Validation

Guidelines on Credit Risk Management 101



Chart 53: Curve of the Cumulative Probabilities Functions of Good/Bad Cases in the Data Example

The density functions show a substantial difference between good and bad
cases. The cumulative frequencies show that approximately 70% of the bad
cases — but only 20% of the good cases — belong to classes 6 to 10. On the other
hand, 20% of the good cases — but only 2.3% of the bad cases — can be found in
classes 1 to 3. Here it is clear that the cumulative probability of bad cases is
greater than that of the good cases for almost all rating classes when the classes
are arranged in order from bad to good. If the rating classes are arranged from
good to bad, we can simply invert this statement accordingly.

a and b errors
a and b errors can be explained on the basis of our presentation of density func-
tions for good and bad cases. In this context, a case�s rating class is used as the
decision criterion for credit approval. If the rating class is lower than a prede-
fined cutoff value, the credit application is rejected; if the rating class is higher
than that value, the credit application is approved. In this context, two types of
error can arise:
— a error (type 1 error): A case which is actually bad is not rejected.
— b error (type 2 error): A case which is actually good is rejected.

In practice, a errors cause damage due to credit defaults, while b errors
cause comparatively less damage in the form of lost business. When the rating
class is used as the criterion for the credit decision, therefore, it is important to
define the cutoff value with due attention to the costs of each type of error.

Usually, a and b errors are not indicated as absolute numbers but as percen-
tages. a error refers to the proportion of good cases below the cutoff value, that
is, the cumulative frequency Fgood

cum of good cases starting from the worst rating
class. a error, on the other hand, corresponds to the proportion of bad cases
above the cutoff value, that is, the complement of the cumulative frequency
of bad cases Fbad

cum.
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Chart 54: Depiction of a and b errors with Cutoff between Rating Classes 6 and 7

ROC Curve
One common way of depicting the discriminatory power of rating procedures is
the ROC Curve,80 which is constructed by plotting the cumulative frequencies
of bad cases as points on the y axis and the cumulative frequencies of good cases
along the x axis. Each section of the ROC curve corresponds to a rating class,
beginning at the left with the worst class.

Chart 55: Shape of the ROC Curve for the Data Example

80 Receiver Operating Characteristic.
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An ideal rating procedure would classify all actual defaults in the worst rat-
ing class. Accordingly, the ROC curve of the ideal procedure would run verti-
cally from the lower left point (0%, 0%) upwards to point (0%,100%) and
from there to the right to point (100%,100%). The x and y values of the
ROC curve are always equal if the frequency distributions of good and bad cases
are identical. The ROC curve for a rating procedure which cannot distinguish
between good and bad cases will run along the diagonal.

If the objective is to review rating classes (as in the given example), the ROC
curve always consists of linear sections. The slope of the ROC curve in each
section reflects the ratio of bad cases to good cases in the respective rating class.
On this basis, we can conclude that the ROC curve for rating procedures should
be concave (i.e. curved to the right) over the entire range. A violation of this
condition will occur when the expected default probabilities do not differ suf-
ficiently, meaning that (due to statistical fluctuations) an inferior class will show
a lower default probability than a rating class which is actually superior. This
may point to a problem with classification accuracy in the rating procedure
and should be examined with regard to its significance and possible causes. In
this case, one possible cause could be an excessively fine differentiation of rating
classes.

Chart 56: Non-Concave ROC Curve

a—b error curve
The depiction of the a—b error curve is equivalent to that of the ROC curve.
This curve is generated by plotting the a error against the b error. The a—b
error curve is equivalent to the ROC curve with the axes exchanged and then
tilted around the horizontal axis. Due to this property, the discriminatory
power measures derived from the a—b error curve are equivalent to those
derived from the ROC curve; both representations contain exactly the same
information on the rating procedure examined.
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Chart 57: Shape of the a—b Error Curve for the Data Example

Area under Curve (AUC) as a Measure of Discriminatory Power
AUC (area under curve) is a graphic measure of a rating procedure�s discrim-
inatory power derived from the ROC curve and refers to the area under the
ROC curve (expressed in units where 100% ¼1 for both axes).81 In ideal rating
models, AUC¼1, for models which cannot differentiate between good and bad
cases, AUC¼1/2. Values where AUC<1/2 are possible but indicate that the
rating system in question classifies the cases at least partly in the wrong order.
The higher the AUC value is, the higher the discriminatory power of the rating
model is.

However, AUC is a one-dimensional measure of discriminatory power.
Essential information on the shape of the ROC curve and the properties of
the rating model examined is lost in the calculation of this value. Therefore,
when two different rating models using the same sample are compared on
the basis of AUC alone, it is not immediately clear which of the procedures
is better in terms of performance. This is especially true when the ROC curves
intersect. Chart 58 shows an example of two ROC curves with the same AUC.
In practice, the procedure which shows a steeper curve in the lower range of
scores on the left (dark line/squares) would be preferable because fewer a

errors occur at the same level of b error in this range, even though this
ROC curve is not consistently concave in the good score ranges.

Besides its geometric interpretation as the area under the ROC curve, AUC
can also be interpreted as the probability that a bad case randomly selected from
the given sample will actually have a lower rating than a randomly drawn good
case.

81 Cf. LEE, Global Performances of Diagnostic Tests und LEE/HSIAO, Alternative Summary Indices as well as the references cited
in those works.
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Chart 58: Comparison of Two ROC Curves with the Same AUC Value

There is also an area-based measure of discriminatory power for the a—b
error curve: the error area, which represents the area underneath the a—b
error curve. Based on the definition of the a—b error curve, the following is
true:

Error area ¼1— AUC.
Therefore, AUC and the error area are equivalent measures of discrimina-

tory power. The smaller the error area is, the higher the discriminatory power
of the rating model is. The same limitations with regard to one-dimensionality
as in the case of AUC also apply in this context.

The Pietra Index as a Measure of Discriminatory Power
Another one-dimensional measure of discriminatory power which can be
derived from the ROC curve is the Pietra Index. In geometric terms, the Pietra
Index is defined as twice the area of the largest triangle which can be drawn
between the diagonal and the ROC curve. In the case of a concave ROC curve,
the area of this triangle can also be calculated as the product of the diagonal�s
length and the largest distance between the ROC curve and the diagonal.82

The Pietra Index can take on values between 0 (non-differentiating pro-
cedure) and 1 (ideal procedure). It can also be interpreted as the maximum
difference between the cumulative frequency distributions of good and bad
cases.83

82 This can also be interpreted as the largest distance between the ROC curve and the diagonal, divided by the maximum possible
distance ð1=

ffiffiffi
2

p
Þ in an ideal procedure.

83 The relevant literature contains various definitions of the Pietra Index based on different standardizations; the form used here
with the value range [0,1] is the one defined in LEE: Global Performances of Diagnostic Tests.
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Interpretation of the Pietra Index using Probability Theory
In the explanation below, 4P represents the average absolute difference in
default probabilities in the sample with and without knowledge of the classifi-
cation of the cases in the c rating classes:

4P ¼
X
c

pcjP ðDjcÞ � P ðDÞj:

With summation over all rating classes c, the variable pc refers to the relative
frequency of the assignment of cases to individual rating classes, P ðDjcÞ denotes
the default rate in class c, and P ðDÞ stands for the default rate in the sample
examined. Thus the following relation is true:84

4P ¼ 2 � P ðDÞ � ð1� P ðDÞÞ � ½Pietra Index�:
In an ideal procedure which places all truly bad cases (and only those cases)

in the worst rating class, the following applies:
4Pmax ¼ 2 � P ðDÞ � ð1� P ðDÞÞ:

Therefore, we can simplify the relation above as follows:

½Pietra Index� ¼ 4P

4Pmax
:

Kolmogorov-Smirnov Test for the Pietra Index
As can be proven, it is also possible to interpret the Pietra Index as the maxi-
mum difference between the cumulative frequency distributions of good and
bad cases.

Pietra Index ¼ max F good
cum � F bad

cum

� �
:

Interpreting the Pietra Index as the maximum difference between the cumu-
lative frequency distributions for the score values of good and bad cases makes it
possible to perform a statistical test for the differences between these distribu-
tions. This is the Kolmogorov-Smirnov Test (KS Test) for two independent sam-
ples. However, this test only yields very rough results, as all kinds of differences
between the distribution shapes are captured and evaluated, not only the differ-
ences in average rating scores for good and bad case (which are especially rel-
evant to discriminatory power) but also differences in variance and the higher
moments of the distribution, that is, the shape of the distributions in general.

The null hypothesis tested is: �The score distributions of good and bad cases
are identical.� This hypothesis is rejected at level q if the Pietra Index equals or
exceeds the following value:

D ¼ Dq ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N � pð1� pÞ

q
N denotes the number of cases in the sample examined and p refers to the

observed default rate. If the Pietra Index >¼D, therefore, significant differen-
ces exist between the score values of good and bad cases.

The values Dq for the individual significance levels ðqÞ are listed in chart 61.

84 Cf. LEE, Global Performances of Diagnostic Tests.
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CAP Curve (Powercurve)
Another form of representation which is similar to the ROC curve is the CAP
curve,85 in which the cumulative frequencies of all cases are placed on the x axis
instead of the cumulative frequencies of the good cases alone. The ROC and
CAP curves are identical in terms of information content, a fact which mani-
fests itself in the associated discriminatory power measures (AUC for the
ROC curve, Gini Coefficient for the CAP curve).

Chart 59: Shape of the CAP Curve for the Data Example

The CAP curve can be interpreted as follows: y% of the cases which actually
defaulted over a 12-month horizon can be found among the worst-rated x% of
cases in the portfolio. In our example, this means that approximately 80% of
later defaults can be found among the worst-rated 30% of cases in the portfolio
(i.e. the rating classes 5 to 10); approximately 60% of the later defaults can be
found among the worst 10% (classes 7 to 10); etc.

An ideal rating procedure would classify all bad cases (and only those cases)
in the worst rating class. This rating class would then contain the precise share p
of all cases, with p equaling the observed default rate in the sample examined.
For an ideal rating procedure, the CAP curve would thus run from point (0, 0)
to point (p,1)86 and from there to point (1,1). Therefore, a triangular area in the
upper left corner of the graph cannot be reached by the CAP curve.

Gini Coefficient (Accuracy Ratio, AR, Powerstat)
A geometrically defined measure of discriminatory power also exists for the
CAP curve: the Gini Coefficient.87 The Gini Coefficient is calculated as the quo-
tient of the area which the CAP curve and diagonal enclose and the correspond-
ing area in an ideal rating procedure.

85 Cumulative Accuracy Profile.
86 i.e. the broken line in the diagram.
87 This is also frequently referred to as the Accuracy Ratio (AR) or Powerstat. Cf. LEE, Global Performances of Diagnostic Tests,

and KEENAN/SOBEHART, Performance Measures, as well as the references cited in those works.
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The following relation applies to the ROC and CAP curves� measures of dis-
criminatory power: Gini Coefficient ¼ 2 * AUC —1.

Therefore, the information contained in the summary measures of discrim-
inatory power derived from the CAP and ROC curves is equivalent.

The table below (chart 60) lists Gini Coefficient values which can be
attained in practice for different types of rating models.

Chart 60: Typical Values Obtained in Practice for the Gini Coefficient as a Measure of Discriminatory Power

Interpretation of the Gini Coefficient using Probability Theory
4If 4P � denotes the average absolute difference in default probabilities for
two cases randomly selected from the sample, defined as:

4P � ¼
X
c

X
l

pc � pljðP jcÞ � P ðDjlÞj;

where for summation over all rating classes c and l, the variables pc and pl refer
to the relative frequency of the assignment of cases to individual rating classes,
P ðDjcÞ and P ðDjlÞ denote the default rates in classes c and l, the following rela-
tion is true:88

4P � ¼ 2 � P ðDÞ � ð1� P ðDÞÞ � ½Gini coeffizient�:
As we can reproduce in several steps, the following applies to an ideal pro-

cedure which classifies all bad cases in the worst rating class:
4Pmax

� ¼ 2 � P ðDÞ � ð1� P ðDÞÞ:
This means that we can simplify the relation above as follows:

½Gini coeffizient� ¼ 4P �

4Pmax
� :

Confidence Levels for the Gini Coefficient and AUC
As one-dimensional measures of discriminatory power, the Gini Coefficient and
AUC are statistical values subject to random fluctuations. In general, two pro-
cedures can be used to calculate confidence levels for these values:
— Analytical estimation of confidence levels by constructing confidence bands

around the CAP or ROC curve89
— Heuristic estimation of confidence levels by means of resampling.90

88 Cf. LEE, Global Performances of Diagnostic Tests.
89 Cf. FAHRMEIR/HENKING/HU‹LS, Vergleich von Scoreverfahren and the references cited there.
90 Cf. SOBEHART/KEENAN/STEIN, Validation methodologies.
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In the analytical estimation of confidence levels, confidence bands are placed
around the CAP or ROC curve. These bands indicate the area of the diagram in
which the overall curve is located at a predefined probability (i.e. the confidence
level). As the Gini Coefficient and AUC area measures are summary properties
of the overall curve, simultaneous confidence bands are preferable to point-
based confidence bands.

We will now demonstrate the process of constructing confidence bands
around the ROC curve. For each point in the ROC curve, we use Kolmogorov
distribution to define the upper and lower limits of the x and y values for the
desired confidence level (1-q), thus creating a rectangle around each point. The
probability that the overall ROC curve will be located within these rectangles is
(1-q)2. Linking the outer corners of all confidence rectangles forms the ROC
curve envelope for the confidence level (1-q)2. In turn, the upper and lower
limits of the parameter AUC can be calculated on the basis of this envelope.
These values form the confidence interval for the AUC value.

The confidence rectangles are constructed by adding the value

� Dq ffiffiffiffiffiffiffiffi
Nþ

p

to the x values and the value

�Dq ffiffiffiffiffiffiffiffi
N�

p

to the y values of the points on the ROC curve. Nþ and N� refer to the number
of good and bad cases in the sample examined. The values forDq can be found in
the known Kolmogorov distribution table.

Chart 61: Kolmogorov Distribution Table for Selected Confidence Levels

Chart 62 shows simultaneous confidence bands around the ROC curve at
the confidence level (1-q)2 ¼ 90% for the example used here. The confidence
interval for the value AUC ¼ 82.8% (calculated using the sample) is between
69.9% and 91.5%.

The table below (chart 63) shows the confidence intervals of the parameter
AUC calculated analytically using simultaneous confidence bands for various
confidence levels.

Heuristic estimation of confidence intervals for the parameter AUC is based
on resampling methods. In this process, a large number of subsamples are drawn
from the existing sample. These subsamples can be drawn without replacement
(each case in the sample occurs exactly once or not at all in a subsample) or with
replacement (each case from the sample can occur multiple times in a sub-
sample). The resulting subsamples should each contain the same number of
cases in order to ensure sound comparability. The ROC curve is drawn and
the parameter AUC is calculated for each of the subsamples.
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Chart 62: ROC Curve with Simultaneous Confidence Bands at the 90% Level for the Data Example

Chart 63: Table of Upper and Lower AUC Limits for Selected Confidence Levels in the Data Example

Given a sufficient number of subsamples, this procedure yields estimates of
the average and variance of the AUC value. However, this procedure often only
shows an apparently exact AUC parameter calculated from the same sample, as
especially in homogenous samples the AUC fluctuations in subsamples are
rather low. However, the procedure is useful for small samples where the con-
fidence bands are very wide due to the small number of cases.

Bayesian Error Rate
As a measure of discriminatory power, the Bayesian error rate is defined as the
minimum error rate occurring in the sample examined (a error plus b error).
In this technique, the minimum is search for among all cutoff values (the score
value beyond which the debtor is classified as bad):

ER ¼ min
C

½p � �ðCÞ þ ð1� pÞ � �ðCÞ�:

The a and b errors for each cutoff value C are weighted with the sample�s
default rate p or its complement (1-p). For the example with 10 rating classes
used here, the table below (chart 64) shows the a and b errors for all cutoff
values as well as the corresponding Bayesian error rates for various values of
p. The Bayesian error rate means the following: �In the optimum use of the rat-
ing model, a proportion ER of all cases will still be misclassified.�
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Chart 64: Table of Bayesian Error Rates for Selected Sample Default Rates in the Data Example

As the table shows, one severe drawback of using the Bayesian error rate to
calculate a rating model�s discriminatory power is its heavy dependence on the
default rate in the sample examined. Therefore, direct comparisons of Bayesian
error rate values derived from different samples are not possible. In contrast,
the measures of discriminatory power mentioned thus far (AUC, the Gini Coef-
ficient and the Pietra Index) are independent of the default probability in the
sample examined.

The Bayesian error rate is linked to an optimum cutoff value which mini-
mizes the total number of misclassifications (a error plus b error) in the rating
system. However, as the optimum always occurs when no cases are rejected
(a¼100%, b ¼ 0%), it becomes clear that the Bayesian error rate hardly allows
the differentiated selection of an optimum cutoff value for the low default rates
p occurring in the validation of rating models.

Due to the various costs of a and b errors, the cutoff value determined by
the Bayesian error rate is not optimal in business terms, that is, it does not min-
imize the overall costs arising from misclassification, which are usually substan-
tially higher for a errors than for b errors.

For the default rate p¼ 50%, the Bayesian error rate equals exactly half the
sum of a and b for the point on the a—b error curve which is closest to point
(0, 0) with regard to the total a and b errors (cf. chart 65). In this case, the
following is also true (a and b errors are denoted as a and b):91

ER ¼�min½�þ �� ¼ ��max½1� �� � � 1� ¼ ��max½F bad
cum� F good

cum � þ�¼
¼� ð1� Pietra IndexÞ

However, this equivalence of the Bayesian error rate to the Pietra Index only
applies where p¼ 50%.92

91 The Bayesian error rate ER is defined at the beginning of the equation for the case where p¼ 50%. The error values a and b
are related to the frequency distributions of good and bad cases, which are applied in the second to last expression. The last
expression follows from the representation of the Pietra Index as the maximum difference between these frequency distributions.

92 Cf. LEE, Global Performances of Diagnostic Tests.

Rating Models and Validation

112 Guidelines on Credit Risk Management



Chart 65: Interpretation of the Bayesian Error Rate as the Lowest Overall Error where p¼ 50%

Entropy-Based Measures of Discriminatory Power
These measures of discriminatory power assess the information gained by using
the rating model. In this context, information is defined as a value which is
measurable in absolute terms and which equals the level of knowledge about
a future event.

Let us first assume that the average default probability of all cases in the seg-
ment in question is unknown. If we look at an individual case in this scenario
without being able to estimate its credit quality using rating models or other
assumptions, we do not possess any information about the (good or bad) future
default status of the case. The maximum in this scenario is the information an
observer gains by waiting for the future status.

If, however, the average probability of a credit default is known, the infor-
mation gained by actually observing the future status of the case is lower in this
scenario due to the previously available information.

These considerations lead to the definition of the �information entropy�
value, which is represented as follows for dichotomous events with a probability
of occurrence p for the �1� event (in this case the credit default):

H0 ¼ �fp log2 ðpÞ þ ð1� pÞ log2 ð1� pÞg

H0 refers to the absolute information value which is required in order to deter-
mine the future default status, or conversely the information value which is
gained by observing the �credit default/no credit default� event. Thus entropy
can also be interpreted as a measure of uncertainty as to the outcome of an
event.

H0 reaches its maximum value of 1 when p¼ 50%, that is, when default and
non-default are equally probable. H0 equals zero when p takes the value 0 or 1,
that is, the future default status is already known with certainty in advance.

Conditional entropy is defined with conditional probabilities pð�jcÞ instead of
absolute probabilities p; the conditional probabilities are based on condition c.
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For the purpose of validating rating models, the condition in the definition of
conditional entropy is the classification in rating class c and default event to be
depicted ðDÞ. For each rating class c, the conditional entropy is hc:

hc ¼ �fpðDjcÞ log2 ðpðDjcÞÞ þ ð1� pðDjcÞÞ log2 ð1� pðDjcÞÞg:

The conditional entropy hc of a rating class thus corresponds to the uncer-
tainty remaining with regard to the future default status after a case is assigned
to a rating class. Across all rating classes in a model, the conditional entropy H1

(averaged using the observed frequencies of the individual rating classes� pc) is
defined as:

H1 ¼ �
X
c

pc � hc:

The average conditional entropy H1 corresponds to the uncertainty remain-
ing with regard to the future default status after application of the rating model.
Using the entropy H0, which is available without applying the rating model if
the average default probability of the sample is known, it is possible to define
a relative measure of the information gained due to the rating model. The con-
ditional information entropy ratio (CIER) is defined as:93

CIER ¼ H0 �H1

H0

¼ 1�H1

H0

:

The value CIER can be interpreted as follows:
— If no additional information is gained by applying the rating model, H1¼ H0

and CIER ¼ 0.
— If the rating model is ideal and no uncertainty remains regarding the default

status after the model is applied, H1¼ 0 and CIER ¼ 1.
The higher the CIER value is, the more information regarding the future

default status is gained from the rating system.
However, it should be noted that information on the properties of the rating

model is lost in the calculation of CIER, as is the case with AUC and the other
one-dimensional measures of discriminatory power. As an individual indicator,
therefore, CIER has only limited meaning in the assessment of a rating model.

Chart 66: Entropy-Based Measures of Discriminatory Power for the Data Example

93 The difference ðH0�H1Þ is also referred to as the Kullback-Leibler distance. Therefore, CIER is a standardized Kullback-
Leibler distance.
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The table below (chart 67) shows a comparison of Gini Coefficient values
and CIER discriminatory power indicators from a study of rating models for
American corporates.

Chart 67: Gini Coefficient and CIER Values from a Study of American Corporates94

6.2.2 Back-Testing the Calibration
The assignment of default probabilities to a rating model�s output is referred to
as calibration. The quality of calibration depends on the degree to which the
default probabilities predicted by the rating model match the default rates
actually realized. Therefore, reviewing the calibration of a rating model is fre-
quently referred to as back-testing.

The basic data used for back-testing are: the default probabilities forecast
over a rating class for a specific time horizon (usually 12 months), the number
of cases assigned to the respective rating class by the model, and the default sta-
tus of those cases once the forecasting period has elapsed, starting from the time
of rating (i.e. usually 12 months after the rating was assigned). Calibration
involves assigning forecast default probabilities to the individual rating classes
(cf. section 5.3). In this process, it is also possible to use longer forecasting hori-
zons than the 12-month horizon required of IRB banks; these other time hori-
zons also have to undergo back-testing.

The results of various segment-specific rating procedures are frequently
depicted on a uniform master scale of default probabilities.

In the course of quantitative validation, significant differences may be iden-
tified between the default rates on the master scale and the default rates actually
realized for individual rating classes in a segment-specific rating procedure. In
order to correct these deviations, two different approaches are possible:
— In a fixed master scale, the predefined default probabilities are not changed;

instead, only the assignment of results from the rating procedure under
review to rating classes on the master scale is adjusted.

— In a variable master scale, the predefined default probabilities are changed,
but the assignment of rating results from the rating procedure under review
to rating classes on the master scale is not adjusted.
As any changes to the master scale will affect all of the rating procedures

used in a bank — including those for which no (or only minor) errors in calibra-
tion have been identified — fixed master scales are generally preferable. This is
especially true in cases where the default probability of rating classes serves as
the basis for risk-based pricing, which would be subject to frequent changes if a
variable master scale were used.

94 Cf. KEENAN/SOBEHART, Performance Measures.
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However, changes to the master scale are still permissible. Such changes
might be necessary in cases where new rating procedures are to be integrated
or finer/rougher classifications are required for default probabilities in certain
value ranges. However, it is also necessary to ensure that data history records
always include a rating class�s default probability, the rating result itself, and
the accompanying default probability in addition to the rating class.

Chart 68 shows the forecast and realized default rates in our example with
ten rating classes. The average realized default rate for the overall sample is
1.3%, whereas the forecast — based on the frequency with which the individual
rating classes were assigned as well as their respective default probabilities — was
1.0%. Therefore, this rating model underestimated the overall default risk.

Chart 68: Comparison of Forecast and Realized Default Rates in the Data Example

Brier Score
The average quadratic deviation of the default rate forecast for each case of the
sample examined from the rate realized in that case (1 for default, 0 for no
default) is known as the Brier Score:95

BS ¼ 1

N

XN
n¼1

ðp forecast
n � ynÞ2 where yn

1 for default in n

0 for no default in n

�

In the case examined here, which is divided into C rating classes, the Brier
Score can also be represented as the total for all rating classes c:

BS ¼ 1

N

XK
c¼1

Nk pobservedc ð1� pforecastc Þ2 þ ð1� pobservedc Þðpforecastc Þ2
� �

In the equation above, Nc denotes the number of cases rated in rating class c,
while pobserved and pforecast refer to the realized default rate and the forecast
default rate (both for rating class c). The first term in the sum reflects the
defaults in class c, and the second term shows the non-defaulted cases. This
Brier Score equation can be rewritten as follows:

BS ¼ 1

N

XK
c¼1

Nc pobservedc ð1� pobservedc Þ þ ðpforecastc � pobservedc Þ2
� �

95 Cf. BRIER, G. W., Brier-Score.
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The lower the Brier Score is, the better the calibration of the rating model
is. However, it is also possible to divide the Brier Score into three components,
only one of which is directly linked to the deviations of real default rates from
the corresponding forecasts.96 The advantage of this division is that the essential
properties of the Brier Score can be separated.

BS ¼ pobservedð1� pobservedÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Uncertainty=variation

þ 1

N

XK
c¼1

Nc ðpforecastc � pobservedc Þ2
� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Calibration=reliability

�

1

N

XK
c¼1

Nc pobserved � pobservedc

� �2h i
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Resolution

The first term BSref ¼ pobservedð1� pobservedÞ describes the variance of the
default rate observed over the entire sample ðpobservedÞ. This value is independ-
ent of the rating procedure�s calibration and depends only on the observed sam-
ple itself. It represents the minimum Brier Score attainable for this sample with
a perfectly calibrated but also trivial rating model which forecasts the observed
default rate precisely for each case but only comprises one rating class. How-
ever, the trivial rating model does not differentiate between more or less good
cases and is therefore unsuitable as a rating model under the requirements of the
IRB approach.

The second term
1

N

XK
c¼1

Nc pforecastc � pobservedc

� �2h i
represents the average quadratic deviation of forecast and realized default rates
in the C rating classes. Awell-calibrated rating model will show lower values for
this term than a poorly calibrated rating model. The value itself is thus also
referred to as the �calibration.�

The third term
1

N

XK
ck¼1

Nc pforecast � pobservedc

� �2h i
describes the average quadratic deviation of observed default rates in individual
rating classes from the default rate observed in the overall sample. This value is
referred to as �resolution.� While the resolution of the trivial rating model is
zero, it is not equal to zero in discriminating rating systems. In general, the res-
olution of a rating model rises as rating classes with clearly differentiated
observed default probabilities are added. Resolution is thus linked to the dis-
criminatory power of a rating model.

The different signs preceding the calibration and resolution terms make it
more difficult to interpret the Brier Score as an individual value for the purpose
of assessing the classification accuracy of a rating model�s calibration. In addi-
tion, the numerical values of the calibration and resolution terms are generally
far lower than the variance. The table below (chart 69) shows the values of the
Brier Score and its components for the example used here.

96 Cf. MURPHY, A. H., Journal of Applied Meteorology.
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Chart 69: Calculation of Brier Score for the Data Example

In practice, a standardized measure known as the Brier Skill Score (BSS) is
often used instead of the Brier Score. This measure scales the Brier Score to the
variance term:

BSS ¼ 1� BS

pobservedð1� pobservedÞ :

In the trivial, ideal model, the Brier Skill Score takes the value zero. For the
example above, the resulting value is BSS = 4.04 %.

Reliability Diagrams
Additional information on the quality of calibration for rating models can be
derived from the reliability diagram, in which the observed default rates are
plotted against the forecast rate in each rating class. The resulting curve is often
referred to as the calibration curve.

Chart 70: Reliability Diagram for the Data Example
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Chart 70 shows the reliability diagram for the example used here. In the
illustration, a double logarithmic representation was selected because the
default probabilities are very close together in the good rating classes in partic-
ular. Note that the point for rating class 1 is missing in this graph. This is
because no defaults were observed in that class.

The points of a well-calibrated system will fall close to the diagonal in the
reliability diagram. In an ideal system, all of the points would lie directly on the
diagonal. The �calibration� term of the Brier Score represents the average
(weighted with the numbers of cases in each rating class) squared deviation
of points on the calibration curve from the diagonal. This value should be as
low as possible.

The resolution of a rating model is indicated by the average (weighted with
the numbers of cases in the individual rating classes) squared deviation of points
in the reliability diagram from the broken line, which represents the default rate
observed in the sample. This value should be as high as possible, which means
that the calibration curve should be as steep as possible. However, the steepness
of the calibration curve is primarily determined by the rating model�s discrim-
inatory power and is independent of the accuracy of default rate estimates.

An ideal trivial rating system with only one rating class would be repre-
sented in the reliability diagram as an isolated point located at the intersection
of the diagonal and the default probability of the sample.

Like discriminatory power measures, one-dimensional indicators for cali-
bration and resolution can also be defined as standardized measures of the area
between the calibration curve and the diagonal or the sample default rate.97

Checking the Significance of Deviations in the Default Rate
In light of the fact that realized default rates are subject to statistical fluctuations,
it is necessary to develop indicators to show how well the rating model esti-
mates the parameter PD. In general, two approaches can be taken:
— Assumption of uncorrelated default events
— Consideration of default correlation

Empirical studies show that default events are generally not uncorrelated.
Typical values of default correlations range between 0.5% and 3%. Default cor-
relations which are not equal to zero have the effect of strengthening fluctua-
tions in default probabilities. The tolerance ranges for the deviation of realized
default rates from estimated values may therefore be substantially larger when
default correlations are taken into account. In order to ensure conservative esti-
mates, therefore, it is necessary to review the calibration under the initial
assumption of uncorrelated default events.

The statistical test used here checks the null hypothesis �The forecast default
probability in a rating class is correct� against the alternative hypothesis �The
forecast default probability is incorrect� using the data available for back-testing.
This test can be one-sided (checking only for significant overruns of the forecast
default rate) or two-sided (checking for significant overruns and underruns of
the forecast default probability). From a management standpoint, both signifi-
cant underestimates and overestimates of risk are relevant. A one-sided test can

97 See also HASTIE/TIBSHIRANI/FRIEDMAN, Elements of statistical learning.
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also be used to check for risk underestimates. One-sided and two-sided tests
can also be converted into one another.98

Calibration Test using Standard Normal Distribution
One simple test for the calibration of default rates under the assumption of
uncorrelated default events uses standard normal distribution.99 In the formulas
below, ��1 denotes the inverse cumulative distribution function for the standard
normal distribution, Nc stands for the number of cases in rating class c, and pc
refers to the default rate:
— (one-sided test): If�

pobservedc � pforecastc

	
> ��1ðqÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pforecastc ð1� pforecastc Þ

Nc

s
;

the default rate in class c is significantly underestimated at the confidence
level q.

— (one-sided test): If�
pprognosec � pobservedc

	
> ��1ðqÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pforecastc ð1� pforecastc Þ

Nc

s
;

the default rate in class c is significantly overestimated at the confidence level
q.

— (two-sided test): If


pobservedc � pforecastc




> ��1 q þ 1

2

� �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pforecastc ð1� pforecastc Þ

Nc

s
;

the default rate in class c is significantly misestimated at confidence level q.

The table below (chart 71) shows the results of the one-sided test for risk
underestimates. Significant overruns of the forecast default rates are shaded in
gray for individual significance levels. The default rates in classes 5 to 7 were
significantly underestimated at a level of 95%, while the default rates in classes
9 and 10 were only underestimated at the 90% level. The average default prob-
ability of the overall sample was underestimated even at the level of 99.9%.100

This shows that a highly significant misestimate of the average default rate
for the entire sample can arise even if the default rates in the individual classes
remain within their tolerance ranges. This is due to the inclusion of the number
of cases N in the denominator of the test statistic; this number reduces the test
statistic when all rating classes are combined, thus making the test more sensi-
tive.

98 The limit of a two-sided test at level q is equal to the limit of a one-sided test at the level �ðq þ 1Þ. If overruns/underruns are
also indicated in the two-sided test by means of the plus/minus signs for differences in default rates, the significance levels will
be identical.

99 Cf. CANTOR, R./FALKENSTEIN, E., Testing for rating consistencies in annual default rates.
100 The higher the significance level q is, the more statistically certain the statement is; in this case, the statement is the rejection of

the null hypothesis asserting that PD is estimated correctly. The value (1-q) indicates the probability that this rejection of the
null hypothesis is incorrect, that is, the probability that an underestimate of the default probability is identified incorrectly.
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Chart 71: Identification of Significant Deviations in Calibration in the Data Example
(Test with Standard Normal Distribution)

For the purpose of interpreting confidence levels, a �traffic lights approach�
has been proposed for practice in Germany.101 In this approach, deviations of
realized and forecast default rates below a confidence level of 95% should
not be regarded as significant (�green� range). Deviations at a confidence level
of at least 99.9% are then considered significant and should definitely be cor-
rected (�red� range). Deviations which are significant at confidence levels
between 95% and 99.9% may need to be corrected (�yellow� range).

For the example above, this means that the overall default rate — which was
underestimated by the rating model — should be corrected upward, preferably
by making the appropriate adjustments in rating classes 5 to 7.

Binomial Calibration Test
The test using normal distribution (described above) is a generalization of the
binomial test for frequencies of uncorrelated binary events. The binomial test
is described in detail below.

For low default probabilities and low numbers of cases in the individual
rating classes, the prerequisites for using normal distribution are not always
met. The table below (chart 72) lists the minimum number of cases required
for a sound approximation of test values with standard normal distribution
when testing various default probabilities.102

If individual classes contain fewer cases than the minimum number indi-
cated, the binomial test should be carried out. In the formula below, N�

c

denotes the number of defaults observed in class c, and Nc refers to the number
of cases in class c. Summation is performed for all defaults in class c.
— (one-sided test): IfXN�

c

n¼0

Nc

n

� �
ðpforecastc Þnð1� pforecastÞNc�n > q;

the default rate in class c is significantly underestimated at confidence level
q.103

101 Cf. TASCHE, D., A traffic lights approach to PD validation.
102 The strict condition for the application of standard normal distribution as an approximation of binomial distribution is

Npð1� pÞ > 9, where N is the number of cases in the rating class examined and p is the forecast default probability (cf.
SACHS, L., Angewandte Statistik, p. 283).

103 This is equivalent to the statement that the probability of occurrence P ½n < N�
k jp

prognose
k ;Nk� (assumed to be binomially

distributed) of a maximum of Nc defaults among the Nc cases in class c must not be greater than q.
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Chart 72: Theoretical Minimum Number of Cases for the Normal Test based on Various Default Rates

The table below (chart 73) shows the results of the binomial test for signif-
icant underestimates of the default rate. It is indeed conspicuous that the results
largely match those of the test using normal distribution despite the fact that
several classes did not contain the required minimum number of cases.

Chart 73: Identification of Significant Deviations in Calibration for the Data Example (Binomial Test)

One interesting deviation appears in rating class 1, where the binomial test
yields a significant underestimate at the 95% level for an estimated default prob-
ability of 0.05% and no observed defaults. In this case, the binomial test does
not yield reliable results, as the following already applies when no defaults are
observed:

P n � 0jpprognose1 ;N1

� �
¼ ð1� pprognose1 ÞN1 > 90%:

In general, the test using normal distribution is faster and easier to perform,
and it yields useful results even for small samples and low default rates. This test
is thus preferable to the binomial test even if the mathematical prerequisites for
its application are not always met. However, it is important to bear in mind that
the binomial test and its generalization using normal distribution are based on
the assumption of uncorrelated defaults. A test procedure which takes default
correlations into account is presented below.

Calibration Test Procedure Based on Default Correlation
The assumption of uncorrelated defaults generally yields an overestimate of the
significance of deviations in the realized default rate from the forecast rate. This
is especially true of risk underestimates, that is, cases in which the realized
default rate is higher than the forecast rate. From a conservative risk assessment
standpoint, overestimating significance is not critical in the case of risk under-
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estimates, which means that it is entirely possible to operate under the assump-
tion of uncorrelated defaults. In any case, however, persistent overestimates of
significance will lead to more frequent recalibration of the rating model, which
can have negative effects on the model�s stability over time. It is therefore nec-
essary to determine at least the approximate extent to which default correla-
tions influence PD estimates.

Default correlations can be modeled on the basis of the dependence of
default events on common and individual random factors.104 For correlated
defaults, this model also makes it possible to derive limits for assessing devia-
tions in the realized default rate from its forecast as significant at certain con-
fidence levels.

In the approximation formula below, q denotes the confidence level (e.g.
95% or 99.9%), Nc the number of cases observed per rating class, pk the default
rate per rating class, � the cumulative standard normal distribution, � the prob-
ability density function of the standard normal distribution, and � the default
correlation:

(one-sided test): If

pobservedc > Q þ 1
2Nc

2Q� 1� Q�ð1�QÞ

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
���1ð1�qÞ�tffiffiffiffiffi

1��
p

q� � ð1�2�Þ���1ð1�qÞ�t
ffiffi
�

pffiffiffiffiffiffiffiffiffiffiffi
�ð1��Þ

p
� �0

BB@
1
CCA

the default rate in class c is significantly underestimated at the confidence level q.

In this context, t ¼ ��1ðpforecastc Þ;Q ¼ ��1

� ffiffi
�

p
��1ðqÞþtffiffiffiffiffiffiffi
1��

p
�
.

The test above can be used to check for overestimates of the default rate in
individual rating classes as well as the overall sample.105

The table below (chart 74) compares the results of the calibration test under
the assumption of uncorrelated defaults with the results based on a default cor-
relation of 0.01. A deviation in the realized default rate from the forecast rate is
considered significant whenever the realized default rate exceeds the upper
limit indicated for the respective confidence level.

Chart 74: Identification of Significant Deviations in Calibration in the Data Example
(Comparison of Tests for Uncorrelated Cases and Results for a Default Correlation of 0.01)

104 Vasicek One-Factor Model, cf. e.g. TASCHE, D, A traffic lights approach to PD validation.
105 In this context, it is necessary to note that crossing the boundary to uncorrelated defaults ð� ! 0Þ is not possible in the approx-

imation shown. For this reason, the procedure will yield excessively high values in the upper default probability limit for very
low default correlations (< 0.005).
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The assumption of weak default correlation is already sufficient in this exam-
ple to refute the assumption of miscalibration for the model at both the 95% as
well as the 99.9% level. Under the assumption of uncorrelated defaults, on the
other hand, deviations in the yellow range appear in rating classes 5 to 7, and a
deviation in the red range (as defined in the aforementioned traffic lights
approach) is shown for the overall sample.

The table below (chart 75) indicates the upper limits in the one-sided test at
a 95% significance level for various default correlations. In this context, it is
important to note that with higher default correlations the limits yielded by this
test become lower for rating class 1 due to the very low default rate and the
small number of cases in that class.

A number of additional test procedures exist for the validation of rating
model calibrations. The approach presented here is distinguished by its relative
simplicity. Besides analytical models,106 simulation models can also be imple-
mented, but for default correlations between 0.01 and 0.05 they should yield
similar results to those presented here. The absolute amount of the default
correlations themselves is also subject to estimation; however, this will not
be discussed in further detail at this point.107 However, the assumed correla-
tion�s significant influence on the validation result should serve to illustrate that
it is necessary to determine this parameter as accurately as possible in order to
enable meaningful statements regarding the quality of calibration.

Chart 75: Upper Default Rate Limits at the 95% Confidence Level for Various Default Correlations in the Example

6.2.3 Back-Testing Transition Matrices
In general, the methods applied for default probabilities can also be used to
back-test the transition matrix. However, there are two essential differences
in this procedure:
— Back-testing transition matrices involves simultaneous testing of a far larger

number of probabilities. This imposes substantially higher data requirements
on the sample used for back-testing.

— Transition probability changes which become necessary during back-testing
must not bring about inconsistencies in the transition matrix.
The number of data fields in the transition matrix increases sharply as the

number of rating classes increases (cf. section 5.4.1). For each column of the
106 Cf. TASCHE, D., A traffic lights approach to PD validation.
107 Cf. DUFFIE, D./SINGLETON, K. J., Simulating correlated defaults and ZHOU, C., Default correlation: an analytical result,

as well as DUFFIE, D./SINGLETON, K. J., Credit Risk, Ch. 10.
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transition matrix, the data requirements for back-testing the matrix are equiv-
alent to the requirements for back-testing default probabilities for all rating
classes.

Specifically, back-testing the default column in the transition matrix is
equivalent to back-testing the default probabilities over the time horizon which
the transition matrix describes. The entries in the default column of the tran-
sition matrix should therefore no longer be changed once the rating model has
been calibrated or recalibrated. This applies to one-year transition matrices as
well as multi-year transition matrices if the model is calibrated for longer time
periods.

When back-testing individual transition probabilities, it is possible to take a
simplified approach in which the transition matrix is divided into individual ele-
mentary events. In this approach, the dichotomous case in which �The transition
of rating class x leads to rating class y (Event A)� or �The transition of rating
class x does not lead to rating class y (Event B)� is tested for all pairs of rating
classes. The forecast probability of transition from x to y ðpforecastÞ then has to be
adjusted to Event A�s realized frequency of occurrence.

The procedure described is highly simplistic, as the probabilities of occur-
rence of all possible transition events are correlated with one another and should
therefore not be considered separately. However, lack of knowledge about the
size of the correlation parameters as well as the analytical complexity of the
resulting equations present obstacles to the realization of mathematically correct
solutions. As in the assumption of uncorrelated default events, the individual
transition probabilities can be subjected to isolated back-testing for the purpose
of initial approximation.

For each individual transition event, it is necessary to check whether the
transition matrix has significantly underestimated or overestimated its probabil-
ity of occurrence. This can be done using the binomial test. In the formulas
below, NA denotes the observed frequency of the transition event (Event A),
while NB refers to the number of cases in which Event B occurred (i.e. in which
ratings in the same original class migrated to any other rating class).
— (one-sided test): IfXNA

n¼0

NA þBB

n

� �
ðpforecastÞnð1� pforecastÞNAþNB�n > q;

the transition probability was significantly underestimated at confidence
level q.108

— (one-sided test): IfXNA

n¼0

NA þBB

n

� �
ðpforecastÞnð1� pforecastÞNAþNB�n < 1� q;

the transition probability was significantly overestimated at confidence level
q.

The binomial test is especially suitable for application even when individual
matrix rows contain only small numbers of cases. If large numbers of cases are

108 This is equivalent to the statement that the (binomially distributed) probability P ½n < NAjpforecast;NA þNB� of occur-
rence of a maximum of NA defaults for NA þNB cases in the original rating class must not be greater than q.
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available, the binomial test can be replaced with a test using standard normal
distribution.109

Chart 76 below shows an example of how the binomial test would be per-
formed for one row in a transition matrix. For each matrix field, we first cal-
culate the test value on the left side of the inequality. We then compare this test
value to the right side of the inequality for the 90% and 95% significance levels.
Significant deviations between the forecast and realized transition rates are iden-
tified at the 90% level for transitions to classes 1b, 3a, 3b, and 3e. At the 95%
significance level, only the underruns of forecast rates of transition to classes 1b
and 3b are significant.

In this context, class 1a is a special case because the forecast transition rate
equals zero in this class. In this case, the test value used in the binomial test
always equals 1, even if no transitions are observed. However, this is not con-
sidered a misestimate of the transition rate. If transitions are observed, the tran-
sition rate is obviously not equal to zero and would have to be adjusted accord-
ingly.

Chart 76: Data Example for Back-testing a Transition Matrix with the Binomial Test

If significant deviations are identified between the forecast and realized tran-
sition rates, it is necessary to adjust the transition matrix. In the simplest of
cases, the inaccurate values in the matrix are replaced with new values which
are determined empirically. However, this can also bring about inconsistencies
in the transition matrix which then make it necessary to smooth the matrix.

There is no simple algorithmic method which enables the parallel adjust-
ment of all transition frequencies to the required significance levels with due
attention to the consistency rules. Therefore, practitioners often use pragmatic
solutions in which parts of individual transition probabilities are shifted to
neighboring classes out of heuristic considerations in order to adhere to the con-
sistency rules.110

If multi-year transition matrices can be calculated directly from the data set,
it is not absolutely necessary to adhere to the consistency rules. However, what
is essential to the validity and practical viability of a rating model is the consis-

109 Cf. the comments in section 6.2.2 on reviewing the significance of default rates.
110 In mathematical terms, it is not even possible to ensure the existence of a solution in all cases.
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tency of the cumulative and conditional default probabilities calculated from the
one-year and multi-year transition matrices (cf. section 5.4.2).

Once a transition matrix has been adjusted due to significant deviations, it is
necessary to ensure that the matrix continues to serve as the basis for credit risk
management. For example, the new transition matrix should also be used for
risk-based pricing wherever applicable.

6.2.4 Stability
When reviewing the stability of rating models, it is necessary to examine two
aspects separately:
— Changes in the discriminatory power of a rating model given forecasting

horizons of varying length and changes in discriminatory power as loans
become older

— Changes in the general conditions underlying the use of the model and their
effects on individual model parameters and on the results the model gener-
ates.
In general, rating models should be robust against the aging of the loans

rated and against changes in general conditions. In addition, another essential
characteristic of these models is a sufficiently high level of discriminatory power
for periods longer than 12 months.

Changes in Discriminatory Power over Various Forecast Horizons
In section 6.2.1, we described the process of testing the discriminatory power
of rating models over a time horizon of 12 months. However, it is also possible
to measure discriminatory power over longer periods of time if a sufficient data
set is available. In this context, any measure of discriminatory power, such as the
Gini Coefficient (Powerstat), can be used.

When rating models are optimized for a period of 12 months, their discrim-
inatory power decreases for longer time horizons. Here it is necessary to ensure
that the discriminatory power of a rating model only deteriorates steadily, that
is, without dropping abruptly to excessively low values. Sound rating models
should also demonstrate sufficient discriminatory power over forecasting hori-
zons of three or more years.

Another aspect of the time stability of rating models is the decrease in dis-
criminatory power as loans become older. This is especially relevant in the case
of application scores where the discriminatory power for an observed quantity
of new business cases decreases noticeably over a period of 6 to 36 months
after an application is submitted. This is due to the fact that the data used in
application scoring become less significant over time. Therefore, practitioners
frequently complement application scoring models with behavior scoring mod-
els. The latter models evaluate more recent information from the development
of the credit transaction and therefore provide a better indicator of creditwor-
thiness than application scoring models alone. However, behavior scoring is not
possible until a credit facility has reached a certain level of maturity, that is, once
behavior-related data are actually available.
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Changes in the General Conditions for Model Use
The assessment of changes in the general conditions under which a model is
used has strong qualitative elements. On the one hand, it is necessary to review
whether developments in the economic, political, or legal environment will
have an influence on the rating model or individual model parameters and cri-
teria. On the other hand, internal factors at the bank such as changes in business
strategies, the expansion of activities in certain market segments, or changes in
organizational structures may also affect the performance of a rating model sub-
stantially.

Changes in the economic environment include the business cycle in partic-
ular, which can cause major fluctuations in the parameter PD during periods of
recovery and decline. However, factors such as technical progress or political
and legal developments can also influence the effectiveness of rating models.

In particular, country and regional ratings depend heavily on changes in the
political environment. However, such scenarios should already be integrated
into a rating model, otherwise one would have to question the suitability of
the model itself.

Examples in the legal environment include changes in commercial law or
accounting standards which may have a positive or negative influence on the
effectiveness and significance of certain financial indicators. Changes in legisla-
tion which are relevant in this context also include revisions of the minimum
subsistence level (i.e. the salary amount which cannot be attached) or changes
in bankruptcy procedures. In particular, these changes can cause shifts in the
risk parameter LGD.

Quantifying the effects of changes in general conditions on the functionality
of rating models requires an in-depth analysis of the model parameters and
should therefore accompany the ongoing development of the model. Rating
models have to undergo further development whenever their performance
decreases due to changes in general conditions.

On the other hand, the bank may also decide to develop a new rating model
if experts believe that a potential or planned change in general conditions would
lead to a substantial loss in the performance of the current model.

6.3 Benchmarking
In the quantitative validation of rating models, it is necessary to distinguish
between back-testing and benchmarking.111 Back-testing refers to validation
on the basis of a bank�s in-house data. In particular, this term describes the com-
parison of forecast and realized default rates in the bank�s credit portfolio.

In contrast, benchmarking refers to the application of a rating model to a
reference data set (benchmark data set). Benchmarking specifically allows quan-
titative statistical rating models to be compared using a uniform data set. It can
be proven that the indicators used in quantitative validation — in particular dis-
criminatory power measures, but also calibration measures — depend at least in
part on the sample examined.112 Therefore, benchmarking results are preferable

111 DEUTSCHE BUNDESBANK, Monthly Report for September 2003, Approaches to the validation of internal rating systems.
112 HAMERLE/RAUHMEIER/RO‹SCH, Uses and misuses of measures for credit rating accuracy.
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to internal back-testing results in the comparative evaluation of different rating
models.

In terms of method and content, back-testing and benchmarking involve the
same procedures. However, the two procedures� results are interpreted differ-
ently in terms of scope and orientation:

Back-Testing for Discriminatory Power
Poor results from discriminatory power tests in the bank�s own data set primar-
ily indicate weaknesses in the rating model and should prompt the development
of a new or revised model. However, sound discriminatory power results from
back-testing alone do not provide a reliable indication of a rating model�s good-
ness of fit compared to other models.

Testing Discriminatory Power by Benchmarking
Poor results from discriminatory power tests using external reference data may
indicate structural differences between the data sets used for rating develop-
ment and benchmarking. This is especially true when the discriminatory power
of the model is comparatively high in back-testing. However, good results in
back-testing discriminatory power compared to other rating models should
not be considered the only criterion for a rating model�s goodness of fit. The
results should also be compared to the discriminatory power derived from
the bank�s internal back-tests.

Testing Calibration by Back-Testing
In general, the calibration of a rating system should always be reviewed using the
bank�s internal data and adjusted according to the results. Only in this way is it
possible to ensure that the rating model�s risk estimates accurately reflect the
structure of the portfolio analyzed.

Testing Calibration by Benchmarking
The calibration of a rating model should not be tested using benchmark data
alone, as the structure of reference data would have to precisely match the seg-
ment in which the rating model is used. Only then could one expect reliable
results from calibrations to benchmark data when applying the model to the
bank�s in-house data. Therefore, it is only advisable to calibrate a rating model
to benchmark or reference data in cases where the quality or quantity of the
bank�s internal data is insufficient to enable calibration with an acceptable level
of statistical precision. In particular, this may be the case in segments with low
numbers of defaults or in highly specialized segments.

Quality Requirements for Benchmark Data
A number of requirements apply to the data set used in benchmarking:
— Data quality:

The data quality of the benchmark sample has to at least fulfill the require-
ments which apply to the development and validation of rating models
within the bank.

— Consistency of input data fields:
It is important to ensure that the content of data fields in the benchmark
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sample matches that of the input data fields required in the rating model.
Therefore, it is absolutely necessary that financial data such as annual finan-
cial statements are based on uniform legal regulations. In the case of qual-
itative data, individual data field definitions also have to match; however,
highly specific wordings are often chosen in the development of qualitative
modules. This makes benchmark comparisons of various rating models
exceptionally difficult. It is possible to map data which are defined or cate-
gorized differently into a common data model, but this process represents
another potential source of errors. This may deserve special attention in
the interpretation of benchmarking results.

— Consistency of target values:
In addition to the consistency of input data fields, the definition of target
values in the models examined must be consistent with the data in the
benchmark sample. In benchmarking for rating models, this means that
all models examined as well as the underlying sample have to use the same
definition of a default. If the benchmark sample uses a narrower (broader)
definition of a credit default than the rating model, this will increase
(decrease) the model�s discriminatory power and simultaneously lead to
overestimates (underestimates) of default rates.

— Structural consistency:
The structure of the data set used for benchmarking has to depict the respec-
tive rating models� area of application with sufficient accuracy. For example,
when testing corporate customer ratings it is necessary to ensure that the
company size classes in the sample match the rating models� area of appli-
cation. The sample may have to be cleansed of unsuitable cases or optimized
for the target area of application by adding suitable cases. Other aspects
which may deserve attention in the assessment of a benchmark sample�s rep-
resentativity include the regional distribution of cases, the structure of the
industry, or the legal form of business organizations. In this respect, the
requirements imposed on the benchmark sample are largely the same as
the representativity requirements for the data set used in rating model
development.

6.4 Stress Tests

6.4.1 Definition and Necessity of Stress Tests
In general, stress tests can be described as instruments for estimating the poten-
tial effects an extraordinary — but plausible — event may have on an institution.

The term �extraordinary� in this definition implies that stress tests evaluate
the consequences of events which have a low probability of occurrence. How-
ever, crisis events must not be so remote from practice that they become
implausible. Otherwise, the stress test would yield unrealistic results from
which no meaningful measures could be derived.

The specific need for stress tests in lending operations can be illustrated by
the following experiences with historical crisis events:
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Changes in correlations
One of the primary objectives of credit portfolio management is to diversify the
portfolio, thereby making it possible minimize risks under normal economic
conditions. However, past experience has shown that generally applicable cor-
relations are no longer valid under crisis conditions, meaning that even a well
diversified portfolio may suddenly exhibit high concentration risks. The credit
portfolio�s usual risk measurement mechanisms are therefore not always suffi-
cient and have to be complemented with stress tests.

Rapid Propagation of Crisis Situations
In recent years, the efficiency of markets has increased substantially due to the
introduction of modern communication technologies and the globalization of
financial markets. However, these developments have also served to accelerate
the propagation of crisis situations on the financial markets, which means that
banks may no longer be capable of responding to such situations in a timely
manner. Stress tests draw attention to risks arising under extraordinary condi-
tions and can be used to define countermeasures well in advance. These meas-
ures can then be taken quickly if a crisis situation should actually arise.

Therefore, stress tests should always be regarded as a necessary complement
to a bank�s other risk management tools (e.g. rating systems, credit portfolio
models). Whereas stress tests can help a bank estimate its risk in certain crisis
situations, the other risk management tools support risk-based credit portfolio
management under �normal� business conditions. In addition, Basel II requires
IRB banks to perform stress tests for the purpose of assessing capital ade-
quacy.113 The procedure described here, however, goes well beyond the objec-
tives and requirements of Basel II.

Section 6.4.2 describes the main characteristics a stress test should have,
after which we present a general procedure for developing stress tests in section
6.4.3.

6.4.2 Essential Factors in Stress Tests
The essential factors in the development and application of stress tests are as
follows:
— Consideration of portfolio composition and general conditions
— Completeness of risk factors included in the model
— Extraordinary changes in risk factors
— Acceptance
— Reporting
— Definition of countermeasures
— Regular updating
— Documentation and approval

Consideration of Portfolio Composition and General Conditions
As stress tests serve to reveal portfolio-specific weaknesses, it is important to
keep the composition of the institution�s individual credit portfolio in mind
when developing stress tests.

113 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 34.

Rating Models and Validation

Guidelines on Credit Risk Management 131



In order to ensure plausibility, as many internal and external experts as pos-
sible from various professional areas should participate in the development of
stress tests.

Completeness of Risk Factors Included in the Model
Past experience has shown that when crisis situations arise, multiple risk factors
tend to show clearly unfavorable changes at the same time. Comprehensive and
realistic crisis scenarios will thus include simultaneous changes in all essential
risk factors wherever possible. Stress tests which consider the effects of a change
in only one risk factor (one-factor stress tests) should only be performed as a
complement for the analysis of individual aspects. (For an example of how risk
factors can be categorized, please see chart 78)

Extraordinary Changes in Risk Factors
Stress tests should only measure the effects of large-scale and/or extraordinary
changes in risk factors. The bank�s everyday risk management tools can (and
should) capture the effects of �normal� changes.

Acceptance
In order to encourage management to acknowledge as a sensible tool for
improving the bank�s risk situation as well, stress tests primarily have to be plau-
sible and comprehensible. Therefore, management should be informed as early
as possible about stress tests and — if possible — be actively involved in develop-
ing these tests in order to ensure the necessary acceptance.

Reporting
Once the stress tests have been carried out, their most relevant results should be
reported to the management. This will provide them with an overview of the
special risks involved in credit transactions. This information should be submit-
ted as part of regular reporting procedures.

Definition of Countermeasures
Merely analyzing a bank�s risk profile in crisis situations is not sufficient. In addi-
tion to stress-testing, it is also important to develop potential countermeasures
(e.g. the reversal or restructuring of positions) for crisis scenarios. For this pur-
pose, it is necessary to design sufficiently differentiated stress tests in order to
enable targeted causal analyses for potential losses in crisis situations.

Regular Updating
As the portfolio�s composition as well as political and economic conditions can
change at any time, stress tests have to be adapted to the current situation on an
ongoing basis in order to identify and evaluate changes in the bank�s risk profile
in a timely manner.

Documentation and Approval
The objectives, procedures, responsibilities, and all other aspects associated
with stress tests have to be documented and submitted for management appro-
val.
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6.4.3 Developing Stress Tests
This section presents one possible procedure for developing and performing
stress tests. The procedure presented here can be divided into six stages:

Chart 77: Developing and Performing Stress Tests

Step 1: Ensuring Data Quality
One basic prerequisite for successful stress-testing is a high-quality data set.
Only when the data used are accurate and up to date can stress tests yield suit-
able results from which effective countermeasures can be derived.

For example, it is crucial to ensure that ratings are always up to date and
valid. If this is not the case, the borrowers� creditworthiness (and thus also
the corresponding PD) may change substantially without the knowledge of
the credit institution. The stress test would then be based on an outdated risk
situation, and would thus be unable to generate meaningful forecasts under cri-
sis conditions.

Other important credit portfolio data include the outstanding volume of
each credit facility, the interest rate, as well as any available collateral.

Using inaccurate or dated collateral values, for example, can also distort the
risk situation. This is precisely the case when excessively high collateral values
(which cannot be attained in the case of realization) are entered.

Important market data which may simultaneously represent risk factors
include interest rates, exchange rates and stock indices. This information is
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required in particular to valuate trading book positions which involve credit
risk.

If the bank uses credit portfolio models, the data quality underlying the
default rate volatility and correlations between individual credit facilities or bor-
rowers is especially important.

Step 2: Analyzing the Credit Portfolio and Other General Conditions
One essential characteristic of a reliable stress test is the inclusion of an insti-
tution�s individual credit portfolio composition as well as the prevailing political
and economic conditions (see section 6.4.2).

For this reason, it is first necessary to compile a list of the credit products
currently in use and to supplement the list with potential new credit products as
well. The decisive risk factors should be identified for each individual credit
product.

It is then necessary to sort the factors by relevance, and to group those risk
factors which influence each other strongly under normal conditions or in crisis
situations.

These groups make it possible to �stress� not only individual risk factors but
all relevant factors simultaneously in the development of stress tests.

In the next step, it is necessary to analyze the prevailing social, economic,
and political conditions and to filter as many potential crisis situations as possi-
ble out of this analysis. For this purpose, it is important to use in-house as well
as external expertise. In particular, it is crucial to include the bank�s own
experts from various areas and hierarchical levels in order to ensure that the
stress tests attain the necessary level acceptance. This will facilitate any later
implementation of potentially drastic countermeasures resulting from stress
tests.

Possible risk factor types which may arise from the analyses mentioned
above are presented in chart 78. This presentation is meant to serve as a guide
for a bank�s individual design of stress tests and can be expanded as necessary.

Chart 78: Risk Factor Types
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Counterparty-based and credit facility-based risk factors: These scenarios can
be realized with relative ease by estimating credit losses after modeling a change
in PD and/or LGD/EAD. The methods of modeling stress tests include the fol-
lowing examples:
— Downgrading all borrowers by one rating class
— Increasing default probabilities by a certain percentage
— Increasing LGD by a certain percentage
— Increasing EAD by a certain percentage for variable credit products (justi-

fication: customers are likely to utilize credit lines more heavily in crisis sit-
uations, for example)

— Assumption of negative credit spread developments (e.g. parallel shifts in
term structures of interest rates) for bonds

— Modeling of input factors (e.g. balance sheet indicators)
The approaches listed above can also be combined with one another as

desired in order to generate stress tests of varying severity.

With regard to general conditions, examples might include stress tests for
specific industries or regions. Such tests might involve the following:
— Downgrading all borrowers in one or more crisis-affected industries
— Downgrading all borrowers in one or more crisis-affected regions

Macroeconomic risk factors include interest rates, exchange rates, etc.
These factors should undergo stress-testing especially when the bank uses them
as the basis for credit risk models which estimate PD or credit losses. If the bank
uses models, these stress tests are to be performed by adjusting the parameters
and then recalculating credit losses.

Examples include:
— Unfavorable changes (increases/decreases, depending on portfolio compo-

sition) in the underlying interest rate by a certain number of basis points
— Unfavorable changes (increases/decreases, depending on portfolio compo-

sition) in crucial exchange rates by a certain percentage

It is particularly important to examine political risk factors when significant
parts of the credit portfolio consist of borrowers from politically unstable coun-
tries. Due to the complex interrelationships involved, however, developing
plausible stress tests for political risk factors involves far more effort than
designing tests for macroeconomic risk factors, for example. It is therefore
advisable to call in specialists to develop stress tests for political risk factors
in order to assess the relevant effects on financial and macroeconomic condi-
tions.

If the bank uses risk models (such as credit portfolio models or credit pricing
models), it is necessary to perform stress tests which show whether the assump-
tions underlying the risk models will also be fulfilled in crisis situations. Only
then will the models be able to provide the appropriate guidance in crisis situa-
tions as well.

Other risk model-related stress tests might focus on risk parameters such as
correlations, transition matrices, and default rate volatilities. In particular, it
appear sensible to use different correlation parameters in stress tests because
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past experience has shown that the historical average correlations assumed
under general conditions no longer apply in crisis situations.

Research has also proven that macroeconomic conditions (economic growth
or recession) have a significant impact on transition probabilities.114 For this rea-
son, it makes sense to develop transition matrices under the assumption of cer-
tain crisis situations and to re-evaluate the credit portfolio using these transition
matrices.

Examples of such crisis scenarios include the following:
— Increasing the correlations between individual borrowers by a certain per-

centage
— Increasing the correlations between individual borrowers in crisis-affected

industries by a certain percentage
— Increasing the probability of transition to lower rating classes and simulta-

neously decreasing the probability of transition to higher rating classes
— Increasing the volatility of default rates by a certain percentage

The size of changes in risk factors for stress tests can either be defined by
subjective expert judgment or derived from past experience in crisis situations.

When past experience is used, the observation period should cover at least
one business cycle and as many crisis events as possible. Once the time interval
has been defined, it is possible to define the amount of the change in the risk
factor as the difference between starting and ending values or as the maximum
change within the observation period, for example.

Step 3: Architecture of Stress Tests
On the basis of the previous analyses, it is possible to use one of the structures
shown in chart 79 for the stress test.

Chart 79: Systematic Overview of Stress Tests

One-factor stress tests measure the effect of drastic changes in individual risk
factors on certain credit positions and the credit portfolio. When actual crisis
events occur, however, multiple risk factors are always affected at the same
time. Therefore, due to their lack of plausibility one-factor stress tests are only
suitable to a limited extent. However, these stress tests can help the bank iden-

114 See BANGIA, ANIL/DIEBOLD, FRANCIS X./ SCHUERMANN, TIL, Ratings Migration and the Business Cycle.
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tify decisive factors influencing individual positions and to elucidate interrela-
tionships more effectively.

Multi-factor stress tests attempt to simulate reality more closely and examine
the effects of simultaneous changes in multiple risk factors. This type of stress
test is also referred to as a scenario stress test.

Scenarios can be designed either top-down or bottom-up. In the top-down
approach, a crisis event is assumed in order to identify its influence on risk fac-
tors. The bottom-up approach involves direct changes in the risk factors with-
out assuming a specific crisis event.

However, what is more decisive in the development of a multi-factor stress
test is whether the risk factors and the accompanying assumed changes are
developed on the basis of past experience (historical crisis scenarios) or hypo-
thetical events (hypothetical crisis scenarios).

Historical crisis scenarios offer the advantage of enabling the use of historical
changes in risk factors, thus ensuring that all relevant risk factors are taken into
account and that the assumed changes are plausible on the basis of past experi-
ence.

In this context, the primary challenge is to select scenarios which are suited
to the credit portfolio and also applicable to the potential changes in general
conditions. Ultimately, no one crisis will ever be identical to another, which
means that extreme caution is required in the development of multi-factor
stress tests based on past experience.

Using hypothetical crisis situations is especially appropriate when the available
historical scenarios do not fit the characteristics of the credit portfolio, or when
it is desirable to examine the effects of new combinations of risk factors and
their changes.

In the construction of hypothetical crisis scenarios, it is especially important
to ensure that no relevant risk factors are omitted and that the simultaneous
changes in risk factors are sensible, comprehensible and plausible in economic
terms.

The main challenge in constructing these crisis scenarios is the fact that the
number of risk factors to be considered can be extremely high in a well-diver-
sified portfolio. Even if it is possible to include all relevant risk factors in the
crisis scenario, a subjective assessment of the interrelationships (correlations)
between the changes in individual risk factors is hardly possible.

For this reason, hypothetical crisis scenarios can also be developed system-
atically with various mathematical tools and methods.115

6.4.4 Performing and Evaluating Stress Tests
Once the crisis scenarios, the accompanying risk factors, and the size of the
changes in those factors have been defined, it is necessary to re-evaluate the
credit portfolio using these scenarios. If the bank uses quantitative models, it
can perform the stress tests by adjusting the relevant input factors (risk factors).

If no quantitative models exist, it is still possible to perform stress tests.
However, in such cases they will require greater effort because the effects on
the credit portfolio can only be estimated roughly in qualitative terms.

115 See MONETARY AUTHORITY OF SINGAPORE, Credit Stress-Testing, p. 42—44.
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Reporting and Countermeasures
Once the stress tests have been carried out, it is necessary to report the results
to the relevant levels of management. In this context, it is crucial to present
only those results which are truly decisive. Such reports should cover the results
of routine stress tests as well as those of new tests based specifically on the pre-
vailing economic situation. The targeted selection of decisive results will also
facilitate the process of developing countermeasures. In order to derive coun-
termeasures from stress tests, the tests have to be designed in such a way that
they enable causal analysis.

Adaptation and Ongoing Development of Stress Tests
As the portfolio composition as well as economic and political conditions
change constantly, it is also necessary to adapt stress tests on an ongoing basis.
This point is decisive in ensuring plausible results from which suitable counter-
measures can be derived.
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III ESTIMATING AND VALIDATING LGD/EAD AS
RISK COMPONENTS

7 Estimating Loss Given Default (LGD)
While it is common practice in many banks to calculate PDs without using the
results to calculate Basel II regulatory capital requirements, these institutions
are now also focusing on estimating LGD and EAD due to the requirements
of Basel II. It is not possible to discuss the estimation of these two parameters
without referring to Basel II, as no independent concepts have been developed
in this field to date. Therefore, institutions which plan to implement their own
LGD estimation procedures in compliance with the draft EU directive face a
number of special challenges. First, in contrast to PD estimates, LGD estima-
tion procedures cannot rely on years of practical experience or established
industry standards. Second, many institutions do not have comprehensive loss
databases at their disposal.

This chapter presents potential solutions for banks� in-house estimation of
LGD as well as the current state of development in this area. We cannot claim
that this chapter presents a conclusive discussion of LGD estimation or that the
procedure presented is suitable for all conceivable portfolios. Instead, the objec-
tive of this chapter is to encourage banks to pursue their own approaches to
improving LGD estimates.

The LGD estimation procedure is illustrated in chart 80 below.

Chart 80: LGD Estimation Procedure

In this chapter, we derive the loss parameters on the basis of the definitions
of default and loss presented in the draft EU directive and then link them to the
main segmentation variables identified: customers, transactions, and collateral.
We then discuss procedures which are suitable for LGD estimation. Finally, we

Rating Models and Validation

Guidelines on Credit Risk Management 139



present a number of approaches to implementing LGD estimation methodolo-
gies on this basis.

7.1 Definition of Loss
A clear definition of default is a basic prerequisite for estimating loss given
default. The Basel II-compliant definition of default used for calculating PD
(see section 5.1.2) also applies in this context.116

The second major prerequisite is a definition of the term �loss.� Loss given
default has been defined in various ways in practice and in the literature to date.
The draft EU directive creates a uniform basis with its definition of loss in LGD
estimation:

For the purpose of LGD estimation, the term �loss� shall mean economic loss. The
measurement of economic loss should take all relevant factors into account, including
material discount effects, and material direct and indirect costs associated with col-
lecting on the instrument.117

For LGD estimation, the use of this definition means that it is also necessary
to take losses arising from restructured credit facilities into account (in addition
to liquidated credit facilities). These facilities generally involve a lower level of
loss than liquidated facilities. Out of business considerations, banks only opt for
restructuring (possibly with a partial write-off) if the probable loss in the case of
successful restructuring is lower than in the case of liquidation. Accordingly,
taking only liquidated facilities into account in LGD estimation would lead to
a substantial exaggeration of loss. For this reason, it is crucial to consider all
defaulted credit facilities (including facilities recovered from default), especially
in the data collection process.

7.2 Parameters for LGD Calculation
Based on the definition of loss given above, this section identifies the relevant
loss components which may be incurred in a credit default. These loss compo-
nents form the basis for LGD estimation. Depending on the type of liquidation
or restructuring, not all loss components will be relevant.

As the draft EU directive allows pooling in the retail segment, the loss
parameters are discussed separately for retail and non-retail segments.

7.2.1 LGD-Specific Loss Components in Non-Retail Transactions
The essential components of loss are the amount receivable to be written off
after realization, interest loss, and liquidation costs. The relationship between
EAD, LGD and the individual loss components is presented in chart 81.

For further consideration of the loss components, we recommend a cash
flow-based perspective. In such a perspective, any further payments are
regarded as costs and payments received (recoveries) on the basis of EAD. Addi-
tional payments received essentially refer to the part of the amount receivable
which has not yet been written off and for which a corresponding return flow of
funds is expected. The underlying time periods for the lost payments either
result from the originally agreed interest and principal repayment dates or have
116 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 1, No. 46, and Annex D-5,

No. 43.
117 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 1, No. 47.
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Chart 81: Loss Components in LGD

to be estimated explicitly, as in the case of recoveries. The selection of the dis-
counting factor or factors depends on the desired level of precision. Chart 82
illustrates this cash flow-based perspective.

Chart 82: LGD in the Cash Flow-Based Perspective

Book Value Loss/Recoveries
When calculating book value loss (i.e. the amount receivable), it is necessary to
differentiate between restructuring and liquidation. In the case of restructuring,
the book value loss results from a partial write-off, and in the case of liquidation
this loss is equal to EAD less recoveries. As assets are not realized in the course
of loan restructuring, the amount of a partial write-off can vary widely and can-
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not be calculated on the basis of expected recoveries. From the business per-
spective, restructuring generally only makes sense in cases where the loss due
to the partial write-off is lower than in the case of liquidation. The other loss
components notwithstanding, a partial write-off does not make sense for cases
of complete collateralization, as the bank would receive the entire amount
receivable if the collateral were realized. Therefore, the expected book value
loss arising from liquidation is generally the upper limit for estimates of the par-
tial write-off.

As the book value loss in the case of liquidation is merely the difference
between EAD and recoveries, the actual challenge in estimating book value loss
is the calculation of recoveries. In this context, we must make a fundamental
distinction between realization in bankruptcy proceedings and the realization
of collateral. As a rule, the bank has a claim to a bankruptcy dividend unless
the bankruptcy petition is dismissed for lack of assets. In the case of a collateral
agreement, however, the bank has additional claims which can isolate the col-
lateral from the bankruptcy estate if the borrower provided the collateral from
its own assets. Therefore, collateral reduces the value of the bankruptcy estate,
and the reduced bankruptcy assets lower the recovery rate. In the sovereigns/
central governments, banks/institutions and large corporates segments, unse-
cured loans are sometimes granted due to the borrower�s market standing or
the specific type of transaction. In the medium-sized to small corporate cus-
tomer segment, bank loans generally involve collateral agreements. In this cus-
tomer segment, the secured debt capital portion constitutes a considerable part
of the liquidation value, meaning that the recovery rate will tend to take on a
secondary status in further analysis.

A large number of factors determine the amount of the respective recover-
ies. For this reason, it is necessary to break down recoveries into their essential
determining factors:

Chart 83: Factors Determining Recoveries

The point of departure in estimating recoveries is the identification of the
assessment base. This is the collateral value in the case of collateral realization
and the liquidation value of the enterprise in the case of bankruptcy proceed-
ings. In the first step, it is necessary to estimate these values at the time of
default, as at that time the bank or bankruptcy administrator receives the power
of disposal over the assets to be realized. In this context, it is necessary to mark
down the collateral value at the time of default, especially for tangible fixed
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assets, as the danger exists that measures to maintain the value of assets may
have been neglected before the default due to liquidity constraints.

As the value of assets may fluctuate during the realization process, the pri-
mary assessment base used here is the collateral value or liquidation value at the
time of realization. As regards guarantees or suretyships, it is necessary to check
the time until such guarantees can be exercised as well as the credit standing
(probability of default) of the party providing the guarantee or surety.

Another important component of recoveries is the cost of realization or
bankruptcy. This item consists of the direct costs of collateral realization or
bankruptcy which may be incurred due to auctioneers� commissions or the
compensation of the bankruptcy administrator.

It may also be necessary to discount the market price due to the limited liq-
uidation horizon, especially if it is necessary to realize assets in illiquid markets
or to follow specific realization procedures.

Interest Loss
Interest loss essentially consists of the interest payments lost from the time of
default onward. In line with the analysis above, the present value of these losses
can be included in the loss profile. In cases where a more precise loss profile is
required, it is possible to examine interest loss more closely on the basis of the
following components:
— Refinancing costs until realization
— Interest payments lost in case of provisions/write-offs
— Opportunity costs of equity

Workout Costs
In the case of workout costs, we can again distinguish between the processing
costs involved in restructuring and those involved in liquidation. Based on
the definition of default used here, the restructuring of a credit facility can take
on various levels of intensity. Restructuring measures range from rapid renego-
tiation of the commitment to long-term, intensive servicing.

In the case of liquidation, the measures taken by a bank can also vary widely
in terms of their intensity. Depending on the degree of collateralization and the
assets to be realized, the scope of these measures can range from direct write-
offs to the complete liquidation of multiple collateral assets. For unsecured
loans and larger enterprises, the main emphasis tends to be on bankruptcy pro-
ceedings managed by the bankruptcy administrator, which reduces the bank�s
internal processing costs.

7.2.2 LGD-Specific Loss Components in Retail Transactions
Depending on the type and scope of a bank�s retail business, it may be necessary
to make a distinction between mass-market banking and private banking in this
context. One essential characteristic of mass-market banking is the fact that it is
possible to combine large numbers of relatively small exposures in homogenous
groups and to treat them as pools. This perspective does not have to cover all of
the specific characteristics of retail customers and transactions, which means
that in the case of private banking customers it may be appropriate to view loss
using approaches applied to non-retail customers.
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With regard to pooling in mass-market banking, Basel II requires the follow-
ing minimum segmentation:118
— Exposures secured by real estate
— Qualifying revolving retail exposures
— All other retail exposures

Beyond this basic segmentation, banks can also segment exposures according
to additional criteria. In this context, it may also be sensible from a business
prespective to subdivide exposures further by product type and degree of col-
lateralization. One essential requirement is that each group consists of a large
number of homogenous exposures.119

Due to the pooling of exposures, specific transactions — and thus also their
potential recoveries — can no longer be regarded individually. Accordingly,
pooling makes it possible to apply the pool�s historical book value loss percent-
age, which applies equally to all transactions in a pool. This is also the case for
the two other loss parameters (interest loss and processing costs). The table
below gives an overview of the loss components relevant to mass-market bank-
ing.

Chart 84: Loss Components in Mass-Market Banking

7.3 Identifying Information Carriers for Loss Parameters
For the purpose of selecting and assessing individual methods of estimating
LGD, it is necessary to identify the main information carriers for each loss
parameter. Breaking down loss parameters into their separate components ena-
bles direct assignment and at the same time reduces complexity in the applica-
tion of estimation methods.

7.3.1 Information Carriers for Specific Loss Parameters

Non-Retail Information Carriers
The following information carriers are relevant to the loss parameters in non-
retail business:
— Customers: Creditworthiness information, assigned collateral and transac-

tions, customer master data (customer type, industry, region, etc.)

118 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 47, No. 7.
119 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Article 47, No. 5.
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— Collateral: Collateral value, collateral master data (collateral type, collateral
provider, etc.),

— Transactions: Book value, assigned collateral, transaction master data (prod-
uct type, interest rate, repayment structure, etc.).
The table below shows how information carriers are assigned to loss param-

eters.

Chart 85: Assignment of Information Carriers to Loss Parameters (Non-Retail)

For the purpose of estimating the recoveries from bankruptcy, it is necessary
to use customer-specific data. Based on the customer type and country of dom-
icile, the bank can estimate whether bankruptcy proceedings will bring in any
relevant payments, for example. The customer�s industry and creditworthiness
may also enable conclusions as to the type of assets, their ability to be realized,
and the realization period. Collateral can also provide information on whether
realization in bankruptcy proceedings is of material relevance to the bank.

For the purpose of estimating the proceeds from collateral realization, col-
lateral data can provide information as to the relevant means of realization, the
realization period in the corresponding markets, as well as the volatility and liq-
uidity of those markets.

Calculating interest loss requires transaction-specific information, such as
the agreed interest rate. If more precise calculations are required, it is also pos-
sible to use the target costs calculated in contribution margin analysis. More-
over, market interest rates and bank-specific interest claims can also be included
in these calculations.

It is possible to calculate processing costs and general expenses for transac-
tion types as well as customer types according to the type and scope of cost
accounting. Depending on the level of detail in cost center and/or cost unit
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accounting, it is possible to calculate costs down to the level of individual trans-
actions. In this way, for example, the costs of collateral realization can be
assigned to individual transactions by way of the transaction-specific dedication
of collateral. The costs of realizing customer-specific collateral can be allocated
to the customer�s transactions arithmetically or using a specific allocation key.

Retail Information Carriers
Unless the loss components in retail transactions are depicted as they are in the
non-retail segment, the collective banking book account for the pool to which
the transactions are assigned can serve as the main source of information. The
segmentation of the pool can go beyond the minimum segmentation required by
the draft EU directive and provide for a more detailed classification according to
various criteria, including additional product types, main collateral types,
degrees of collateralization or other criteria. For each of the loss parameters
listed below, it is advisable to define a separate collective account for each pool.

Chart 86: Assignment of Information Carriers to Loss Parameters (Retail)

7.3.2 Customer Types
As customer types are required in order to calculate losses due to bankruptcy or
composition proceedings, it is advisable to define further subdivisions for these
types because the nature and scope of bankruptcy proceedings depend heavily
on the customer type. The segmentation shown below is essentially based on
the customer segmentation described for PD estimation earlier.

On the basis of this segmentation, it is already possible to derive the most
essential information for further estimates of bankruptcy proceeds. In the case
of corporate customers, the industry in which they operate provides important
additional information with which the bank can estimate the value content and
liquidity of assets, for example. Beyond the information mentioned above, lend-
ers can only gain additional insight through a more detailed analysis of defaulted
customers similar to the analysis performed in order to evaluate a company
when determining its liquidation value.
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Chart 87: Overview of Customer Types
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7.3.3 Types of Collateral
In order to determine collateral recoveries, it is advisable to categorize collat-
eral using the following types:

Chart 88: Overview of Collateral Types

The value of collateral forms the basis for calculating collateral recoveries
and can either be available as a nominal value or a market value. Nominal values
are characterized by the fact that they do not change over the realization period.
If the collateral is denominated in a currency other than that of the secured
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transaction, however, it is also necessary to account for changes in value due to
exchange rate fluctuations.

As regards guarantees and credit derivatives, it is necessary to take the col-
lateral provider�s default probability into account explicitly. However, with
regard to regulatory capital requirements under Basel II, it is possible to include
the credit risk mitigation effect of guarantees and credit derivatives in PD
instead of LGD estimates. In such cases, return flows of funds from such guar-
antees can no longer be included in LGD estimates.

In the case of market values, we can draw a distinction between financial
collateral and physical collateral. Financial collateral is characterized by the fact
that its value is generally independent of the borrower�s creditworthiness and
not subject to depreciation. Moreover, the markets for financial collateral are
usually far more liquid than the realization markets for physical collateral,
and extensive databases of historical market prices are available for this type
of collateral.

Physical collateral can be differentiated according to various criteria. Two of
the most important criteria are the liquidity of the relevant markets and the
existence of a market price index. In addition, aspects such as susceptibility
to poor maintenance, useful life, and smooth legal liquidation are particularly
significant.

With regard to miscellaneous collateral, we can distinguish between saleable
and non-saleable assets. Non-saleable collateral such as salary assignments or life
annuities can only be realized by means of the underlying payment stream or by
selling the goods received regularly over time. In such cases, the collateral�s
present value is subject to the same risks as the other forms of collateral,
depending on whether the payment is based on the creditworthiness of a third
party or on the future development of the collateral�s value. As in the case of
physical collateral, the recoveries from saleable assets will result from the mar-
ket value of the rights.

7.3.4 Types of Transaction
Differentiating by transaction type allows a more detailed classification of losses
according to the components interest loss and workout costs. In this context,
banks generally distinguish the following types of credit facilities:
— Lines of credit
— Loans
— Consumer loans
— Leasing transactions
— Purchase of receivables
— Bonds in the banking book
— Guarantee credit
Transactions are further categorized by:
— Purpose (e.g. real estate loan, rental payment guarantee)
— Type of transaction (e.g. syndicated loans)
— Type of underlying transaction (e.g. acceptance credit)
— Degree of standardization (e.g. private banking/mass-market banking)
— Customer type (e.g. current account, start-up loan)
— Organizational units (e.g. project finance, ship finance)
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This categorization will depend heavily on the organizational structure of
each bank. Product catalogs frequently list various combinations of the catego-
ries mentioned above.

7.3.5 Linking of Collateral Types and Customer Types
In the table below, typical collateral types are mapped to individual customer
groups.

Chart 89: Typical Collateral for Various Customer Types
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Implementing an in-house LGD estimation procedure should begin with an
analysis of the collateral/customer combinations which are most significant for
the individual bank. First of all, it is necessary to ensure that the basic prereq-
uisite of a sufficient quantitative and qualitative data set is fulfilled. Depending
on the type and extent of data requirements, collateral can be further subdi-
vided according to its value content, the materiality of individual collateral
types, as well as the complexity of collateral agreements. It may also be useful
to define categories based on transaction types. On the basis of these prelimi-
nary tasks, it is then possible to select the appropriate LGD estimation method
specifically for each loss parameter. These methods are presented in the next
section.

7.4 Methods of Estimating LGD Parameters
In this section, we give a general presentation of the procedures currently being
discussed and/or used in LGD estimation. Section 7.5 then gives specific
applied examples of how the loss components are estimated in practice.

In general, we can differentiate top-down and bottom-up approaches to
LGD estimation.

7.4.1 Top-Down Approaches
Top-down approaches use freely available market data to derive LGD by cleans-
ing or breaking down the complex external information available, such as recov-
ery rates or expected loss. This can be done in two ways:
— Using explicit loss data
— Using implicit loss data

For the sake of completeness, it is worth noting here that the draft EU direc-
tive mentions another method in addition to these two methods of calculating
LGD from external data. For purchased corporate receivables and in the retail
segment, LGD can also be estimated on the basis of internally available loss data
(expected loss) if suitable estimates of default probability are possible.

Explicit Loss Data
There are two possible ways to use explicit loss data. The first possibility is to
use historical loss information (such as recovery rates for bonds) provided by
specialized agencies. The recovery rate corresponds to the insolvency payout
and indicates the amount reimbursed in bankruptcy proceedings as a percent-
age of the nominal amount receivable. LGD can then be calculated using the
following formula:

LGD ¼ 1�Recovery Rate

Historical recovery rates are currently available in large quantities, predom-
inantly for US bonds and corporate loans. In addition, loss data are also available
on banks and governments. Even if the definitions of loss and default are con-
sistent, these data probably only apply to borrowers from Austrian banks to a
limited extent. For example, aspects such as collateralization, bankruptcy pro-
cedures, balance sheet structures, etc. are not always comparable. Therefore,
historical recovery rates from the capital market are generally only suitable
for unsecured transactions with governments, international financial service
providers and large international companies.
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Moreover, due to the definition of loss used here, the relation �LGD ¼ 1 —
recovery rate� is not necessarily ensured. Of all loss parameters, only the book
value loss is completely covered by this relation. With regard to interest loss,
the remarks above only cover the interest owed after the default, as this interest
increases the creditor�s claim. The other components of interest loss are specific
to individual banks and are therefore not included. As regards workout costs,
only the costs related to bankruptcy administration are included; accordingly,
additional costs to the bank are not covered in this area. These components have
to be supplemented in order to obtain a complete LGD estimate.

The second possibility involves the direct use of secondary market prices.
The established standard is the market value 30 days after the bond�s default.
In this context, the underlying hypothesis is that the market can already estimate
actual recovery rates at that point in time and that this manifests itself accord-
ingly in the price. Uncertainty as to the actual bankruptcy recovery rate is there-
fore reflected in the market value.

With regard to market prices, the same requirements and limitations apply
to transferability as in the case of recovery rates. Like recovery rates, secondary
market prices do not contain all of the components of economic loss. Secondary
market prices include an implicit premium for the uncertainty of the actual
recovery rate. The market price is more conservative than the recovery rate,
thus the former may be preferable.

Implicit Loss Data
When implicit loss data are used, LGD estimates are derived from complex
market information on the basis of a verified or conjectured relationship
between the underlying data and LGD. In this context, it is possible to utilize
not only information on defaulted loans but also data on transactions which
are not overdue. The two best-known data elements are credit risk spreads
and ratings. When credit risk spreads are used, the assumption is that the spread
determined between the yield of a traded bond and the corresponding risk-free
interest rate is equal to the expected loss (EL) of the issue. If PD is known, it is
then possible to calculate LGD using the equation EL (%) ¼ PD * LGD. This
requires that PD can be calculated without ambiguity. If an external or internal
rating is available, it can be assigned to a PD or PD interval. As external ratings
are sometimes equal to EL, it is necessary to ensure that the rating used has a
clear relationship to PD, not to EL.

In the derivation of LGD from credit risk spreads, the same general require-
ments and limitations apply as in the case of explicit data. Capital market data
are only available on certain customer groups and transaction types, thus the
transferability of data has to be reviewed in light of general economic con-
ditions. In addition, it must be possible to extract the implicit information
contained in these data. If the credit risk spread corresponds to EL, it is to
be quantified as EL. The varying liquidity of markets in particular makes this
more difficult. Moreover, an unambiguous PD value has to be available, that
is, any ratings used to derive PD must not contain implicit LGD aspects as well.
This means that the ratings have to be pure borrower ratings, not transaction
ratings. Naturally, credit risk spreads do not contain bank-specific loss compo-
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nents; this is analogous to the use of explicit loss data from secondary market
prices (see previous section).

In top-down approaches, one of the highest priorities is to check the trans-
ferability of the market data used. This also applies to the consistency of default
and loss definitions used, in addition to transaction types, customer types, and
collateral types. As market data are used, the information does not contain
bank-specific loss data, thus the resulting LGDs are more or less incomplete
and have to be adapted according to bank-specific characteristics.

In light of the limitations explained above, using top-down approaches for
LGD estimation is best suited for unsecured transactions with governments,
international financial service providers and large capital market companies.

7.4.2 Bottom-Up Approaches
Bottom-up approaches involve compressing specific information on the three
loss parameters into an LGD value. This analysis is based on the assumption
of various scenarios describing how the exposure will develop after the default.
Possible scenarios include:
— Complete servicing of the outstanding debt, possible renegotiation of terms

and returning the loan�s status from �defaulted� to the �normal� range
— Restructuring of the loan with creation of partial provisions
— Liquidation of the loan with realization of collateral
— Liquidation of the loan without collateral

The following methods are currently being implemented or discussed for
the individual loss parameters in LGD estimation:
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Chart 90: Loss Parameters and Estimation Methods

LGD calculation is based on estimates of individual loss parameters. In this
process, it is necessary to differentiate at least by individual customer type, col-
lateral type, and transaction type according to the given level of materiality. If
the existing loss history does not allow the direct estimation of parameters, it is
possible to estimate individual loss parameters on the basis of their individual
components (see table above). For each loss parameter, we explain the applica-
tion of these methods in greater detail below.

Book Value Loss
Book value losses can arise in the course of restructuring due to a partial write-
off or in the course of liquidation. The liquidation itself can be based on bank-
ruptcy realization or the realization of collateral.

In the case of realization in bankruptcy/composition proceedings, historical
default data are used for the purpose of direct estimation. In order to reduce
the margin of fluctuation around the average recovery rate, it is advisable to per-
form segmentation by individual customer type. In the case of corporate cus-
tomers, additional segmentation by industry may be helpful in order to account
for their typical assets structure and thus also their probable recovery rates. As

Loss Parameter Information
Carrier

Method of direct/
simplified estimation

Components of
Loss Parameters

Method of
indirect/detailed estimation

Book value –
Realized
recovery rate

Customer Estimation using
loss data

Liquidation value
of the enterprise
at default

Calculation of liquidation value
by company valuation based
on net value of tangible assets

Bankruptcy costs Expert estimation

Markdown on
market price due
to forced sale

Expert estimation

Book value –
Recovery rate
for collateral
realization

Collateral Estimation using
loss data

Value of collateral
at time of default

Estimation using loss data,
cash flow model,
realization-based expert
valuation of collateral

Liquidation period Expert estimation,
estimation using loss data

Realization costs Expert estimation,
estimation using loss data

Markdown on
market price due
to forced sale

Expert estimation,
estimation using loss data

Book value –
Partial write-off
(restructuring)

Customer Estimation using
loss data

Interest loss Transaction Calculation of lost
interest

Refinancing costs
until realization

Contribution margin analysis,
financial calculations

Lost interest Contribution margin analysis,
financial calculations

Opportunity costs Contribution margin analysis,
financial calculation

Workout costs Customer/
transaction

Expert estimation,
cost and activity
accounting

Direct write-off/
easy restructuring

Expert estimation,
cost and activity accounting

Medium restructu-
ring/liquidation

Expert estimation,
cost and activity accounting

Difficult restructu-
ring/liquidation

Expert estimation,
cost and activity accounting
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those assets which serve as collateral for loans from third parties are isolated
from the bankruptcy estate, the recovery rate will be reduced accordingly for
the unsecured portion of the loan. For this reason, it is also advisable to further
differentiate customers by their degree of collateralization from balance sheet
assets.120

If possible, segments should be defined on the basis of statistical analyses
which evaluate the discriminatory power of each segmentation criterion on
the basis of value distribution. If a meaningful statistical analysis is not feasible,
the segmentation criteria can be selected on the basis of expert decisions. These
selections are to be justified accordingly.

If historical default data do not allow direct estimates on the basis of seg-
mentation, the recovery rate should be excluded from use at least for those
cases in which collateral realization accounts for a major portion of the recovery
rate. If the top-down approach is also not suitable for large unsecured expo-
sures, it may be worth considering calculating the recovery rate using an alter-
native business valuation method based on the net value of tangible assets.
Appropriately conservative estimates of asset values as well as the costs of bank-
ruptcy proceedings and discounts for the sale of assets should be based on suit-
able documentation.

When estimating LGD for a partial write-off in connection with loan
restructuring, it is advisable to filter out those cases in which such a procedure
occurs and is materially relevant. If the available historical data do not allow reli-
able estimates, the same book value loss as in the bankruptcy proceedings
should be applied to the unsecured portion of the exposure.

In the case of collateral realization, historical default data are used for the
purpose of direct estimation. Again, it is advisable to perform segmentation
by collateral type in order to reduce the margin of fluctuation around the aver-
age recovery rate (see section 7.3.3).

In the case of personal collateral, the payment of the secured amount
depends on the creditworthiness of the collateral provider at the time of real-
ization. This information is implicit in historical recovery rates. In order to dif-
ferentiate more precisely in this context, it is possible to perform segmentation
based on the ratings of collateral providers. In the case of guarantees and credit
derivatives, the realization period is theoretically short, as most contracts call
for payment at first request. In practice, however, realization on the basis of
guarantees sometimes takes longer because guarantors do not always meet pay-
ment obligations immediately upon request. For this reason, it may be appro-
priate to differentiate between institutional and other guarantors on the basis of
the bank�s individual experience.

In the case of securities and positions in foreign currencies, potential value
fluctuations due to market developments or the liquidity of the respective mar-
ket are implicitly contained in the recovery rates. In order to differentiate more

120 For example, this can be done by classifying customers and products in predominantly secured and predominantly unsecured
product/customer combinations. In non-retail segments, unsecured transactions tend to be more common in the case of govern-
ments, financial service providers and large capital market-oriented companies. The company�s revenues, for example, might also
serve as an alternative differentiating criterion. In the retail segment, for example, unsecured transactions are prevalent in
standardized business, in particular products such as credit cards and current account overdraft facilities. In such cases, it
is possible to estimate book value loss using the retail pooling approach.
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precisely in this context, it may be advisable to consider segmentation based on
the historical volatility of securities as well as market liquidity.

The recovery rates for physical collateral implicitly contain the individual
components (collateral value at time of default, realization period, realization
costs and markdown on market price for illiquid markets). In order to improve
discriminatory power with regard to the recovery rate for each segment, it is
advisable to perform further segmentation based on these components. The
definition of segments should be analogous to the selection of segmentation cri-
teria for bankruptcy recovery rates based on statistical analyses wherever pos-
sible. If a meaningful statistical analysis is not feasible, the segmentation criteria
can be selected on the basis of justified expert decisions.

As an alternative, it is possible to estimate the value of components individ-
ually, especially in the case of physical collateral. This is especially common
practice in the case of large objects (real estate, ships, aircraft, etc.). Capital
equipment is generally valuated using business criteria in such a way that the
collateral�s value depends on the income it is expected to generate (present
value of cash flow). In such cases, suitable methods include cash flow models,
which can be coupled with econometric models for the purpose of estimating
rent developments and occupancy rates, for example. Instead of cash flow sim-
ulation, the present value and appropriate markdowns can form the basis for
estimates of the collateral value at default, which is calculated by means of
expert valuation for real estate and large movable property (e.g. ships). Private
consumer goods such as passenger vehicles can be valuated using the secondary
market prices of goods with comparable characteristics. In contrast, saleability
is uncertain in the case of physical collateral for which liquid and established
secondary markets do not exist; this should be taken into account accordingly.

It is then necessary to adjust the resulting present value conservatively using
any applicable markdowns (e.g. due to neglected maintenance activities) and
miscellaneous market developments up to the time of default. In addition to
the realization period, the specific realization costs (expert opinions, auction-
eers� commissions) and any markdowns on the market price due to the realiza-
tion market�s liquidity also deserve special attention. As these costs generally
remain within known ranges, it is advisable to use expert estimates for these
components. In this process, the aspects covered and the valuation should be
comprehensible and clearly defined.

Interest Loss
The basis for calculating interest loss is the interest payment streams lost due to
the default. As a rule, the agreed interest rate implicitly includes refinancing
costs, process and overhead costs, premiums for expected and unexpected loss,
as well as the calculated profit. The present value calculated by discounting the
interest payment stream with the risk-free term structure of interest rates rep-
resents the realized interest loss. For a more detailed analysis, it is possible to
use contribution margin analyses to deduct the cost components which are no
longer incurred due to the default from the agreed interest rate.

In addition, it is possible to include an increased equity portion for the
amount for which no loan loss provisions were created or which was written
off. This higher equity portion results from uncertainty about the recoveries
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during the realization period. The bank�s individual cost of equity can be used
for this purpose.

If an institution decides to calculate opportunity costs due to lost equity, it
can include these costs in the amount of profit lost (after calculating the risk-
adjusted return on equity).

Workout Costs
In order to estimate workout costs, it is possible to base calculations on internal
cost and activity accounting. Depending on how workout costs are recorded in
cost unit accounting, individual transactions may be used for estimates. The
costs of collateral realization can be assigned to individual transactions based
on the transaction-specific dedication of collateral.

When cost allocation methods are used, it is important to ensure that these
methods are not applied too broadly. It is not necessary to assign costs to specific
process steps. The allocation of costs incurred by a liquidation unit in the retail
segment to the defaulted loans is a reasonable approach to relatively homogenous
cases. However, if the legal department only provides partial support for liquida-
tion activities, for example, it is preferable to use internal transfer pricing.

In cases where the bank�s individual cost and activity accounting procedures
cannot depict the workout costs in a suitable manner, expert estimates can be
used to calculate workout costs. In this context, it is important to use the basic
information available from cost and activity accounting (e.g. costs per employee
and the like) wherever possible.

When estimating workout costs, it is advisable to differentiate on the basis of
the intensity of liquidation. In this context, it is sufficient to differentiate cases
using two to three categories. For each of those categories, a probability of
occurrence can be determined on the basis of historical defaults. If this is not
possible, the rate can be based on conservative expert estimates. The bank
might also be able to assume a standard restructuring/liquidation intensity
for certain customer and/or product types.

7.5 Developing an LGD Estimation Model
The procedural model for the development of an LGD estimation model con-
sists of the following steps:
1. Analysis of data availability and quality of information carriers
2. Data preparation
3. Selection of suitable estimation methods for individual loss parameters
4. Combination of individual estimation methods to create an overall model
5. Validation

Data availability and quality are the main limiting factors in the selection of
suitable methods for LGD estimation. As a result, it is necessary to analyze the
available data set before making decisions as to the type and scope of the esti-
mation methods to be implemented. In the course of data preparation, it may
also be possible to fill gaps in the data set. The quality requirements for the data
set are the same as those which apply to PD estimates.

Loss data analyses are frequently complemented by expert validations due to
statistically insufficient data sets. A small data set is generally associated with a
high degree of variance in results. Accordingly, this loss of precision in the inter-
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pretation of results deserves special attention. In the course of development, the
bank can use a data pool in order to provide a broader data set (cf. section
5.1.2). In the short term, estimated values can be adjusted conservatively to
compensate for a high degree of variance. In the medium and long term, how-
ever, it is advisable to generate a comprehensive and quality-assured historical
data set. These data provide an important basis for future validation and
back-testing activities, as well as enabling future changes in estimation method-
ology. Moreover, Basel II and the draft EU directive require the creation of loss
histories, even for the IRB Foundation Approach.121

When selecting methods, the bank can take the materiality of each loss com-
ponent into account with regard to the effort and precision involved in each
method. Based on a bank�s individual requirements, it may be appropriate to
implement specific LGD estimation tools for certain customer and transaction
segments. For this purpose, individual combinations of loss parameters and
information carriers can be aggregated to create a business segment-specific
LGD tool using various estimation methods. This tool should reflect the signif-
icance of individual loss components. Throughout the development stage, it is
also important to bear validation requirements in mind as an ancillary condi-
tion.

In the sections that follow, we present an example of how to implement esti-
mation methods for each of the loss parameters: book value loss, interest loss,
and workout costs.

Estimating Book Value Loss
(Example: Recovery Rates for Physical Collateral)
In the course of initial practical implementations at various institutions, segmen-
tation has emerged as the best-practice approach with regard to implementabil-
ity, especially for the recovery rates of physical collateral. In this section, we
briefly present a segmentation approach based on Chart 91 below.

It is first necessary to gather recovery rates for all realized collateral over as
long a time series as possible. These percentages are placed on one axis ranging
from 0% to the highest observed recovery rate. In order to differentiate recov-
ery rates more precisely, it is then possible to segment them according to var-
ious criteria. These criteria can be selected either by statistical means using dis-
criminatory power tests or on the basis of expert estimates and conjectured
relationships.

121 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-5, No. 33.
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Chart 91: Example of Segmentation for Estimating LGD

The diagram below shows an example of the distribution of historical recov-
ery rates from the realization of real estate collateral based on the type of real
estate:

Chart 92: Example of Recovery Rates for Default by Customer Group

Even at first glance, the distribution in the example above clearly reveals that
the segmentation criterion is suitable due to its discriminatory power. Statistical
tests (e.g. Kolmogorov-Smirnov Test, U-Test) can be applied in order to analyze
the discriminatory power of possible segmentation criteria even in cases where
their suitability is not immediately visible.
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It is possible to specify segments even further using additional criteria (e.g.
liquidity of realization markets and liquidation period). Such specification does
not necessarily make sense for every segment. When selecting criteria, it is
important to ensure that a sufficiently large group can be assigned to each seg-
ment. At the same time, the criteria should not overlap excessively in terms of
information content. For example, the property type in real estate constitutes a
complex data element which contains implicit information on the relevant real-
ization market, its liquidity, etc. Additional subdivisions can serve to enhance
the information value, although the absolute information gain tends to drop
as the fineness of the categorization increases.

In the calculation of book value loss, the collateral of an active loan is
assigned to a segment according to its specific characteristics. The assigned
recovery rate is equal to the arithmetic mean of historical recovery rates for
all realized collateral assigned to the segment. The book value loss for the
secured portion of the loan is thus equal to the secured book value minus the
recovery rate.122 In the course of quantitative validation (cf. chapter 6), it is par-
ticularly necessary to review the standard deviations of realized recovery rates
critically. In cases where deviations from the arithmetic mean are very large, the
mean should be adjusted conservatively.

One highly relevant practical example is the LGD-Grading procedure
used by the Verband deutscher Hypothekenbanken (VDH, the Association of
German Mortgage Banks),123 which consists of approximately 20 institutions.
The basis for this model was a sample of some 2,500 defaulted loans (including
1,900 residential and 600 commercial construction loans) which the participat-
ing institutions had contributed to a pool in anonymous form. For each data
record, the experts preselected and surveyed 30 characteristics. Due to the
market presence of the participating institutions, the sample can be assumed
to contain representative loss data. On the basis of the 30 characteristics
selected, the developers carried out suitable statistical analyses in order to iden-
tify 22 discriminating segments with regard to recovery rates. Segmentation is
based on the property type, which is currently divided into 9 specific types;
efforts are underway to subdivide this category further into 19 types. Additional
segmentation criteria include the location and characteristics of the realization
market, for example. This historical recovery rate is then applied to the market
value in the case of liquidation. For this purpose, the current market value
(expert valuation) is extrapolated for the time of liquidation using a conserva-
tive market value forecast and any applicable markdowns.

In another practical implementation for object financing transactions, seg-
mentation is based on a far smaller sample due to the relative infrequency of
defaults. In this case, object categories (aircraft, etc.) were subdivided into indi-
vidual object types (in the case of aircraft: long-haul freight, long-haul passen-
ger, etc.). Due to the relatively small data set, experts were called in to validate
the segment assignments. Additional segmentation criteria included the liquid-

122 For the unsecured portion, the bankruptcy recovery rate can be estimated using a specific segmentation approach (based on
individual criteria such as the legal form of business organization, industry, total assets, and the like) analogous to the
one described for collateral recovery rates.

123 Various documents on the implementation of this model are available at http://www.hypverband.de/hypverband/attachments/
aktivl,gd_gdw.pdf (in German), or at http://www.pfandbrief.org (menu path: lending/mortgages/LGD-Grading).
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ity of the realization market and the marketability of the object. A finer differ-
entiation would not have been justifiable due to the size of the data set used.
Due to the high variance of recovery rates within segments, the results have
to be interpreted conservatively. The recovery rates are applied to the value
at realization. In this process, the value at default, which is calculated using a
cash flow model, is adjusted conservatively according to the expected average
liquidation period for the segment.

Estimating Interest Loss
In practice, interest loss is estimated on the basis of the interest payments lost
due to the default. In this process, the agreed interest for the residual term is
discounted, for example using the current risk-free term structure of interest
rates. Therefore, the resulting present value implicitly contains potential refi-
nancing costs as well as the spread components process and overhead costs, risk
premiums, and profit. There are also practical approaches which account for the
increased equity portion required to refinance the amount not written off over
the liquidation period. The bank�s individual cost of equity can be used for this
purpose. The practical examples implemented to date have not taken the oppor-
tunity costs of lost equity into account.

Estimating Workout Costs
The estimation method selected for calculating workout costs depends on the
organizational structure and the level of detail used in cost unit and cost center
accounting. The type and scope of the estimation method should reflect the sig-
nificance of workout costs for the specific customer or transaction type using
the available accounting information. If a bank has a separate restructuring
and liquidation unit for a specific business segment, for example, it is relatively
easy to allocate the costs incurred by that department.

In one practical implementation of a model for object financing transactions,
experts estimated the time occupied by typical easy and difficult restructuring/
liquidation cases for an employee with the appropriate qualifications. Based on
accounting data, costs per employee were allocated to the time occupied, mak-
ing it possible to determine the cost rates for easy and difficult liquidation cases.
Historical rates for easy and difficult liquidation cases were used to weight these
cost rates with their respective probabilities of occurrence.

Combining Book Value Loss, Interest Loss and Workout Costs
to Yield LGD
In order to calculate LGD, the individual loss component estimates have to be
merged. In this context, it is important to note that the collateral recoveries are
expressed as a percentage of the secured portion and bankruptcy proceeds as a
percentage of the unsecured portion of the loan, and that workout costs are
more specific to cases than volumes. In order to calculate LGD, the individual
components have to be merged accordingly for the credit facility in question. In
this context, estimated probabilities of occurrence first have to be assigned
to the post-default development scenarios preselected for the specific facility
type (cf. section 7.4.2). Then it is necessary to add up the three estimated loss
components (book value loss, interest loss, and workout costs). It is not neces-
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sary — but may, of course, be useful — to implement a cohesive LGD estimation
tool for this purpose.

8 Estimating Exposure at Default (EAD)
EAD is the only parameter which the bank can influence in advance by prede-
finı«ng limits on credit approvals for certain PD/LGD combinations. In active
agreements, the bank can also impose limits by agreeing on additional cove-
nants. The level of EAD itself is determined by the transaction type and cus-
tomer type.

8.1 Transaction Types
Concerning transaction types, we can make a general distinction between bal-
ance sheet items and off-balance-sheet transactions. In the case of balance sheet
items, EAD is equal to the current book value of the loan. In the case of off-
balance-sheet transactions, an estimated credit conversion factor (CCF) is used
to convert granted and undrawn credit lines into EAD values. In the case of a
default, EAD is always equal to the current book value. In general, off-balance-
sheet transactions can no longer be utilized by the borrower due to the termi-
nation of the credit line in the case of default. Therefore, EAD estimates using
CCFs attempt to estimate the expected utilization of the off-balance-sheet trans-
action granted at the time of estimation. The following product types are among
the relevant off-balance-sheet transactions:
— Lines of credit (revolving credit for corporate customers, current account

overdraft facilities for retail customers)
— Loan commitments (not or only partly drawn)
— Letters of credit
— Guarantee credit (guarantees for warranty obligations, default guarantees,

rental payment guarantees)
Under the draft EU directive, foreign exchange, interest rate, credit and

commodity derivatives are exempt from banks� internal CCF estimation.124 In
these cases, the replacement costs plus a premium for potential future exposure
are entered according to the individual products and maturity bands.

It is not necessary to estimate EAD in the case of undrawn credit commit-
ments which can be cancelled immediately if the borrower�s credit standing
deteriorates. In such cases, the bank has to ensure that it can detect deteriora-
tion in the borrower�s credit standing in time and reduce the line of credit
accordingly.

124 Cf. EUROPEAN COMMISSION, draft directive on regulatory capital requirements, Annex D-4, No. 3.
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The level of utilization for off-balance-sheet transactions can range between
0 and 100% at the time of default. The chart below illustrates this point:

Chart 93: Objective in the Calculation of EAD for Partial Utilization of Credit Lines

In the case of guarantees for warranty obligations, the guarantee can only be
utilized by the third party to which the warranty is granted. In such a case, the
bank has a claim against the borrower. If the borrower defaults during the
period for which the bank granted the guarantee, the utilization of this guaran-
tee would increase EAD. The utilization itself does not depend on the borrow-
er�s creditworthiness.

In the bank�s internal treatment of expected loss, the repayment structure of
off-balance-sheet transactions is especially interesting over a longer observation
horizon, as the borrower�s probability of survival decreases for longer credit
terms and the loss exposure involved in bullet loans increases.

8.2 Customer Types
The differentiation of customer types is relevant with regard to varying behavior
in credit line utilization. Studies on the EAD of borrowers on the capital market
and other large-scale borrowers have shown that lines of credit are often not
completely utilized at the time of default. Moreover, it has been observed that
the EAD for borrowers with whom the bank has agreed on covenants tends to
decrease as the borrower�s creditworthiness deteriorates, and that a large
number of possible ways to raise debt capital also tends to lower EAD. In con-
trast, retail customers as well as small and medium-sized enterprises are more
likely as borrowers to overdraw approved lines of credit. It is rather unusual to
agree on covenants in these customer segments, and the possible ways of raising
debt capital are also more limited than in the case of large companies. The table
below can serve as a basis for differentiating individual customer groups. In
some cases, it may also be advisable to aggregate individual customer types.
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Chart 94: Overview of Customer Types
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8.3 EAD Estimation Methods
As in the case of LGD estimation, the initial implementations of EAD estimation
models have primarily used the segmentation approach. CCFs are estimated
on the basis of historical loss data for certain combinations of transactions
and customers (and possibly other segmentation criteria such as the credit term
survived, etc.). The chart below illustrates this point:

Chart 95: Example of Segmentation in CCF Estimation

It is first necessary to collect data on defaulted lines of credit over as long a
time series as possible. In this process, it is important to ensure that loans which
later recovered from default are also included. The percentage drawn at the
time of default is determined for each of these credit facilities. These percen-
tages are placed on one axis ranging from 0% to the highest observed utiliza-
tion. In order differentiate CCFs more precisely, it is possible to segment them
according to various criteria. These criteria can be selected on the basis of either
statistical analyses or theoretical considerations. As an example, the diagram
below shows the distribution of historical utilization rates at default using the
customer type as the segmentation criterion:
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Chart 96: Example of Utilization Rates at Default by Customer Group

Even at first glance, the sample distribution above clearly shows that the cri-
terion is suitable for segmentation (cf. chart 92 in connection with recovery
rates for LGD estimates). Statistical tests can be used to perform more precise
checks of the segmentation criteria�s discriminatory power with regard to the
level of utilization at default. It is possible to specify segments even further using
additional criteria (e.g. off-balance-sheet transactions). However, this specifica-
tion does not necessarily make sense for every segment. It is also necessary to
ensure that the number of defaulted loans assigned to each segment is suffi-
ciently large. Data pools can also serve to enrich the bank�s in-house default data
(cf. section 5.1.2).

In the calculation of CCFs, each active credit facility is assigned to a segment
according to its specific characteristics. The assigned CCF value is equal to the
arithmetic mean of the credit line utilization percentages for all defaulted credit
facilities assigned to the segment. The draft EU directive also calls for the use of
CCFs which take the effects of the business cycle into account.

In the course of quantitative validation (cf. chapter 6), it is necessary to
check the standard deviations of realized utilization rates. In cases where devia-
tions from the arithmetic mean are very large, the mean (as the segment CCF)
should be adjusted conservatively. In cases where PD and the CCF value exhibit
strong positive dependence on each other, conservative adjustments should also
be made.
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